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Abstract

Complex-Valued Neural Networks (CVNN) have shown to be a promising type of Artificial
Neural Networks (ANN) when compared to its real-valued counter-parts. However, it has
been a research field where authors autonomously developed and tested CVNN with no
common tools or library to module them.

This Master Thesis presents a library called Renplex capable of modulating CVNN as an
open-source project for research and even for small scale applications. Although not suitable
for beginners in the field of ANN or programming, the library provides a low-level interactive
with Machine Learning (ML) pipeline, in order to accurately control CVNN evaluation.

To test the library’s core functionalities, architectures such as Complex-Valued Multi-Layer
Perceptron, Auto-encoder and Convolutional Neural Network were trained. These achieved
test results that outperformed their real-valued counterparts for the MNIST dataset and
a synthetically generated dataset for signal reconstruction. Such improvement on perfor-
mance, has been previously stated throughout literature. It consisted in greater test accu-
racy (or lower loss values), more stability in training, faster convergence in terms of epochs
needed, greater capability of generalization, and subsequently less prone to over-fitting.

This work will introduce a new tool for exploring CVNN, capable of scaling and potentially
uncovering many of their hidden potentials for ML-related tasks.

Keywords: Neural Networks, Complex-Valued Neural Networks, Complex Back-propagation,
Complex Activation Functions.
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Resumo

Redes Neuronais de Valores Complexos (CVNN), têm revelado ser um tipo de Rede Neu-
ronais Artificiais (ANN) promissoras quando comparadas com Redes Neuronais de Valores
Reais (RVNN). No entanto, tem sido uma àrea de estudo em que autores desenvolvem e
testam CVNN sem o uso de uma ferramenta ou biblioteca em comum para as modelar.

Nesta Tese de Mestrado é apresentada um biblioteca chamada Renplex, capaz de modelar
CVNN, sendo este um projeto para auxiliar em estudos de investigação e desenvolvimento
bem como para aplicações simples. Apesar de não ser apropriada para utilizadores inex-
perientes nas áreas de ANN e programação, esta biblioteca providencia uma interação de
baixo-nível com o processo de Aprendizagem Automática (ML), para que CVNN sejam
avaliadas com rígor.

Para testar as functionalidades essenciais da biblioteca, arquiteturas como Perceptron de
Multi-Camadas, Auto-Codificador e Rede Neuronal Convolucional, foram treinadas. CVNN
permitiu obter melhores resultados que as RVNN para o dataset de MNIST e para um
dataset gerado sintéticamente para reconstrução de sinal. Esta melhoria de resultados de
teste está assente na literatura. Consistem em melhor acurácia e/ou função de perda,
mais estabilidade de treino, convergência rápida (com menos épocas), melhor capacidade
de generalização, e consequentemente, menos propício a um super-ajuste.

Este trabalho introduz uma nova ferramenta para explorar CVNN, capaz de escalar e poten-
cialmente desvendar uma diversidade de potencialidades relacionadas com tarefas de ML.

Palavras-chave: Neural Networks, Complex-Valued Neural Networks, Complex Back-propagation,
Complex Activation Functions.

v





Acknowledgement

I would like to express my heartfelt appreciation to all the people, both in my academic and
personal circles, who have guided and supported me on this journey.

First and foremost, I am grateful to my supervisor for accepting my proposed topic of study,
for overseeing my work, and for making our interactions fruitful.

I extend my sincere thanks to my family for their unwavering support and constant presence.

A special thank you goes to my girlfriend and her family. Your continuous support, and
encouragement, has given me the motivation to strive for excellence and become a better
person and researcher.

vii





Contents

List of Source Code xv

List of Acronyms xvii

1 Introduction 1
1.1 Contextualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 State-of-the-Art 5
2.1 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Signal Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Wireless Communications . . . . . . . . . . . . . . . . . . . . . . 5
Audio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.1.2 Image Processing & Computer Vision . . . . . . . . . . . . . . . . 7
2.1.3 Health . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.4 Other Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Theory Behind Complex Valued Neural Networks (CVNN) . . . . . . . . . 9
2.2.1 Complex Activation Function . . . . . . . . . . . . . . . . . . . . . 9
2.2.2 Complex Learning Procedure . . . . . . . . . . . . . . . . . . . . . 11

Core Procedures . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Further Considerations . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Exploration of Existent Libraries . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Data Protection & Ethical Aspects . . . . . . . . . . . . . . . . . . . . . . 13

3 Library Implementation 15
3.1 Theory & Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1.1 Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Processing Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1.2 Signal Forwarding . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.3 Complex Activation Functions . . . . . . . . . . . . . . . . . . . . 18
3.1.4 Complex Back-Propagation . . . . . . . . . . . . . . . . . . . . . 19

Complex differentiation . . . . . . . . . . . . . . . . . . . . . . . . 20
Holomorphic & Non-Holomorphic functions in a CVNN . . . . . . . 21
Complex Chain Rule . . . . . . . . . . . . . . . . . . . . . . . . . 23
Complex Gradient Descent & Back-Propagation . . . . . . . . . . 24

3.2 Structure of the Library . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Main Implementations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3.1 Matrix-Vector Multiplication . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 2D Convolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.3 2D Down-Sampling & Up-Sampling . . . . . . . . . . . . . . . . . 30

ix



3.3.4 Layer Initialization . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.5 Complex Back-Propagation . . . . . . . . . . . . . . . . . . . . . 34

3.4 Library Usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4.1 Layer Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4.2 Network Construction . . . . . . . . . . . . . . . . . . . . . . . . 40

4 Library Evaluation 43
4.1 Performance Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Renplex’s Learning Rates . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3 Fully Connected Neural Network Applications . . . . . . . . . . . . . . . . 45

4.3.1 MNIST Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.2 Synthetic Signal Reconstruction Dataset . . . . . . . . . . . . . . 47

Method for Generating the Dataset . . . . . . . . . . . . . . . . . 47
Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.4 Convolutional Neural Network Applications . . . . . . . . . . . . . . . . . 50
4.4.1 MNIST Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5 Conclusions & Future Work 57

Bibliography 59

x



List of Figures

1.1 Portion of the results from the study (Hui Zhang et al. 2021), that shows
the generalization capabilities of a CVNN compared to a RVNN. . . . . . . 2

3.1 High-level representation of an ANN through function composition showing
the dynamics of input x all the way to the output y through L layers. . . . 16

3.2 Base architecture of a neural and framing with the formalism introduced
in this chapter. In this illustration, N = n(1)O , M = n(2)O and K = n(L)O .
To not make the illustration to dense , the bias parameter was omitted,
nevertheless, its framing is analogous to the weights. . . . . . . . . . . . . 18

3.3 Depiction summarizing the complex back-propagation algorithm, at the neu-
ron level, used in Renplex. Arrows indicate calculations and one can see
that, computational-wise, the majority of the derivatives can be calculated
in parallel. Derivatives related to the bias were omitted for a more concise
illustration and here M = n(L−1)O and K = n(L)O . . . . . . . . . . . . . . . 27

3.4 A handwritten "4" of the MNIST dataset in (a), and the results for the
applications of two different convolutional filters using the Renplex library.
In (b), the application of a 3× 3 shapen filter and in (c) the application of
the sobel operator (Sobel 2014). . . . . . . . . . . . . . . . . . . . . . . . 30

3.5 A handwritten "4" of the MNIST dataset in (a), and the results for the ap-
plications of average pooling (b) and fractional up-sampling (c) in succession
using the Renplex library . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.1 Test loss and accuracy curves for the MNIST dataset concerning various real
learning rates on the complex-valued multi-layer perceptron for 32 epochs.
As the learning rate increases, convergence time improves but also stability
decreases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.2 Test loss and accuracy curves for the MNIST dataset concerning various
imaginary learning rates on the complex-valued multi-layer perceptron for 32
epochs. The studied learning rates follow an increase in phase with values
0, π20 ,

π
10 ,

π
6 ,
π
4 and π3 with absolute value of 1.50. . . . . . . . . . . . . . 45

4.3 Test loss and accuracy curves using Tensorflow for the MNIST dataset con-
cerning various learning rates on the multi-layer perceptron for 32 epochs. . 46

4.4 Comparison of mean test loss and accuracy curves between Renplex and
Tensorflow for the MNIST dataset with equivalent multi-layered perceptron-
based neural network models. The µ represents the average curve of all
learning curves concerning 6 seeds, and 2σ two times the standard deviation
related to every loss and accuracy value for each of the 32 epochs. . . . . 47

4.5 Four pairs of independent x(t) and dependent variables y(t) from the signal
reconstruction dataset. Samples are represented in the complex plane, in
green the supposed smooth signal and in blue dots the signal with Gaussian
Blur. Arrows indicate the direction of propagation of the signal. . . . . . . 49

xi



4.6 Comparison of mean test loss and accuracy curves between Renplex and
Tensorflow for the Synthetic Signal Reconstruction dataset with equivalent
auto-encoder-based neural network models. The µ represents the average
curve of all learning curves concerning 6 seeds, and 2σ two times the standard
deviation related to every loss and accuracy value for each of the 32 epochs. 50

4.7 A set of 4 predictions in yellow (s(t)) executed from by the Renplex model
from (a) to (d) and Tensorflow model(s) from (e) to (h). Tensorflow here
is using two models in parallel, one for dealing with the real and the other
for the imaginary part. x(t) is the Gaussion noise version of y(t) and s(t)
the attempt for reconstruction of y(t). Signals in (a) and (e) are pure plane
waves and the rest contain multiple frequencies (up to 8). . . . . . . . . . 51

4.8 Comparison of mean test loss and accuracy curves between Renplex and
Tensorflow for the MNIST dataset with equivalent convolutional-based neu-
ral network models. The µ represents the average curve of all learning curves
concerning 6 seeds, and 2σ two times the standard deviation related to every
loss and accuracy value for each epoch. . . . . . . . . . . . . . . . . . . . 52

4.9 Feature maps extracted from the first convolutional layer of a (real-valued)
convolutional neural network with 8 filters using Tensorflow concerning the
MNIST dataset. Original images are (a) and (j) for different handwritten
numbers of "4" and "6" respectively. . . . . . . . . . . . . . . . . . . . . 54

4.10 Feature maps extracted from the first convolutional layer of a complex-valued
convolutional neural network with 8 filters using Tensorflow concerning the
MNIST dataset. Original images are (a) and (j) for different handwritten
numbers of "4" and "6" respectively. In this set, real part of the pixels is
mapped in red scale and imaginary in green scale. . . . . . . . . . . . . . . 55

4.11 Feature maps extracted from the first convolutional layer of a complex-valued
convolutional neural network with 8 filters using Tensorflow concerning the
MNIST dataset. Original images are (a) and (j) for different handwritten
numbers of "4" and "6" respectively. In this set, absolute value of the pixels
is mapped in red scale and phase in green scale. . . . . . . . . . . . . . . . 55

xii



List of Tables

4.1 Batch run-times in mili-seconds, for the two datasets used (SR stands for the
synthetic signal reconstruction dataset) and different architectures with re-
spective number of parameters in parenthesis. FC stands for Fully connected
(Multi-Layer Perceptron), AE is Auto-Encoder, CNN is convolutional neural
network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

xiii





List of Source Code

3.1 Onverview on the Matrix-Vector multiplication implemented in the Renplex
Library using Rust. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Overview on the Convolutional Product implemented in the Renplex library
using Rust. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3 Overview on the Reduce operation on images implemented in the Renplex
library using Rust. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4 Overview on the Fractional Up-sampling implementation in the Renplex li-
brary using Rust. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.5 Demonstration of how to generate complex random numbers with Xavier
Glorot Uniform and He initialization respectively. . . . . . . . . . . . . . . 34

3.6 Overview of the gradient optimization algorithm (using back-propagation)
implementation in the Renplex library using Rust. . . . . . . . . . . . . . . 34

3.7 Initialization of a complex dense layer. . . . . . . . . . . . . . . . . . . . . 37
3.8 Initialization of a complex convolutional layer. . . . . . . . . . . . . . . . . 37
3.9 Initialization of a Mean Pooling layer using the Reduce layer abstraction. . 39
3.10 Initialization of a flatten layer. . . . . . . . . . . . . . . . . . . . . . . . . 40
3.11 Enumeration of the general layer interface. . . . . . . . . . . . . . . . . . 40
3.12 A short example on how to build a batch of data and train it in a previously

constructed network. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

xv





List of Acronyms

AF Activation Function.
ANN Artificial Neural Network.

CAF Complex Activation Function.
CBP Complex Back-Propagation.
CNN Convolutional Neural Network.
CS Computer Science.
CV Computer Vision.
CV-CNN Complex-Valued Convolutional Neural Net-

work.
CVNN Complex Valued Neural Networks.

DL Deep Learning.

KAF Kernel Activation Function.

RVNN Real Valued Neural Network.

SotA State-of-the-Art.

xvii





Chapter 1

Introduction

This chapter will give the reader some context on what will be the main subject of this
Master Thesis. The present work will be an attempt to tackle a problem presented by the
literature: The scarcity of computational libraries that modulate Complex Valued Neural
Networks (CVNN) (Bassey, Qian, and X. Li 2021), which will be diving deeply alongside
with the main objectives on the up-coming sections.

1.1 Contextualization

This Master Thesis explores a type of Neural Networks referred to as CVNN. These are
a computing systems, based on the way a biological brain operates. Despite being driven
by data, the difference between CVNN and, for the sake of this work, Real Valued Neural
Network (RVNN), is the fact that they incorporate complex numbers1 as their trainable or
non-trainable parameters (Clarke 1990). This can range from weights, biases or activation
functions, but also the dynamics and operations involved inside the layers and even the
training process itself, changes substantially.

This poses the question of why is it relevant to study these types of Networks?

One of the first reasons, lies in the fact that, some data extracted by sensors, is inherently,
complex-valued. Applications related to radar images of earth’s surface (Sunaga, Natsuaki,
and Hirose 2019), electromagnetic waves (Hirose and Yoshida 2012a; Mandic and Goh
2009), speech localization (Tsuzuki et al. 2013) and MRI signals (Virtue, Yu, and Lustig
2017), data which is inherently represented in the complex domain, have already emerged
with generally far greater results when compared to RVNN.

The second reason is because they offer more "expressiveness" (Bassey, Qian, and X. Li
2021; Lee, Hasegawa, and Gao 2022), in other words, richer data representation that might
encode more information related to a certain task. Matter of fact, CVNN have also com-
parable or better performance when compared to RVNN, in tasks where the input data is in
the real domain, for instance in image classification (Nafisah, Rachmadi, and Imah 2018),
segmentation (Ceylan and Yaçar 2013; Saraswathi and Srinivasan 2014) and wind prediction
(Çevik, Acar, and Çunkaş 2018).

Finally, the third reason is a greater capacity for generalization (Lee, Hasegawa, and Gao
2022). This fact becomes apparent in the results obtained by (Hui Zhang et al. 2021) where
an extract can be visualized in Figure 1.1.

1Any number that belongs to the mathematical domain C.
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Chapter 1. Introduction

Figure 1.1: Portion of the results from the study (Hui Zhang et al. 2021),
that shows the generalization capabilities of a CVNN compared to a RVNN.

RVNN are more widely utilized since their implementation is considerably easier, there is a
variety of tools to modulate them with little background knowledge, and less computationally
expensive. Nevertheless, there is an untapped potential related to these CVNN as it was
alluded. (Lee, Hasegawa, and Gao 2022).

Furthermore, to give some fundamental context, complex numbers can be represented in
the Euclidean form,

z = x + iy , (1.1)

where R{z} = x , I{z} = y are respectively the real and imaginary component of z , and i
is the imaginary unit. Moreover, they can be represented in polar form,

z = ρe iφ, (1.2)

where e is the Euler’s constant, ρ =
√
x2 + y2 is the absolute value and φ = arctan

( y
x

)
is

the phase of z . In this polar representation, a z number can represent an electromagnetic
signal2 with an amplitude of ρ, and a phase φ = φ(t) = ωt + φ0, being φ0 the initial phase.
By having the time samples of a signal, one can perform tasks with a CVNN with this signals
as inputs or targets for instance.

This improvement on performance, if taken out of context, might lead to a miss-conception
that CVNN are just RVNN in two dimensions. The root of this misunderstanding stems
from a viewing a complex number as two real numbers, which in fact, it is not. In (Hirose
and Yoshida 2012a), it was proven otherwise that the multiplication of complex numbers,
actually limits the degrees of freedom of the network, thus being something entirely different.

2This can be relevant for instance in fiber-optic or wireless communications.
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1.2. Problem Definition

All these extra nuances may be able to represent, as it was stated by Hirose (2012), a "Super-
Brain by Enrichment of the Information Representation". As it will become apparent, the
engineering of complex activation functions and the various learning methods available for
a CVNN are among the unique options not present in classical RVNNs. These innovations
have the potential to significantly enhance performance in solving more challenging tasks.

1.2 Problem Definition

These networks were explored in a more theoretical level around 2012, and recently (2018
on-wards) some successful applications have been emerging. Nevertheless, this topic is
underexplored, particularly in these CVNNs regarding the development of tools and libraries
that allow one to explore such models (Bassey, Qian, and X. Li 2021).

In that sense, there is a small number of tools and the already existent ones do not provide
a solid foundation to model CVNNs with close contact to its pipeline. Some were built on
top of existing libraries meant for RVNN modeling, while others discontinued with no further
updates. Additionally, on this small list, there are publicly unavailable tools, which would
be a drawback to the Computer Science (CS) community, given the already existence of
extremely popular and reliable RVNN open-source tools. Such tools will be reviewed, with
more detail, in Chapter 2.

1.2.1 Objectives

The objective of this Master Thesis is twofold:

• Firstly, the main objective, is to build a library, which will be named Renplex, using the
Rust programming language (Klabnik and Nichols 2018), which is capable of modeling
these CVNN with possibility to have as much control as possible over the ML pipeline.
Such library will be public and released as an open-source project to tackle the problem
described. Repository of this library can be found here https://github.com/Pxdr0-
A/renplex.git;

• Secondly, is to test some of the library’s functionalities specifically in the comparison
of performance between CVNN and another popular library that models RVNN Ten-
sorFlow. This is to ensure that it is working as intended and ready to be used for
research and applications. (Abadi et al. 2023).

The reason for choosing Rust as the programming language for this library, because it is
a systems programming language that offers low-level memory management if needed with
great performance and an emerging popularity (Stack Overflow 2023). This makes it possible
to produce a library capable of achieving some much needed runtime efficiency for network
training, but specially, with notable scaling capabilities and security (Klabnik and Nichols
2018).

Additionally, Tensorflow is going to be the RVNN modeling library for comparison due to
being a very popular machine learning framework, but also a framework. On top of that,
the author of this reasearch has more experience with it, thus minimizing execution errors.

To meet these two objectives, there will be a set of tasks involved. On one hand, to
allow for this customization, the library should ensure the ability to specify the precision
of the calculations (32-bit or 64-bit float), provide a set of activation functions and layers

3



Chapter 1. Introduction

to scaffold a personalized network. Ensuring these requirements, will allow to tackle the
problem of the restrict CVNN modeling.

On the other hand, to provide a concise comparison between CVNN and RVNN, the proposed
pipeline will go as follows:

• Only one optimization method will be explored for the CVNN. This method the most
analogous to the conventional back-propagation algorithm (Rumelhart, Hinton, and
Williams 1986): the fully back-propagation algorithm (Jose Agustin Barrachina et al.
2023). For each dataset addressed in this Master Thesis, equivalent architectures
between RVNN and CVNN will be trained and compared with each other’s test per-
formances;

• A special task regarding signal processing, where CVNN typically out-perform will be
considered to demonstrate that the developed models in the library are working as
intended and in agreement with literature results.

This pipeline will ensure a fair comparison and demonstrate the usability of these CVNNs,
as a consequence, hopefully tackling the main problem of scarcity in viable CVNN modeling
tools in the open-source community for research purposes and real-world applications.

4



Chapter 2

State-of-the-Art

For this State-of-the-Art (SotA), only an overview of the literature is given as the primary
objective is to build a library that modulates CVNN. Inasmuch, the first step is to study rele-
vant applications for CVNN, which will give some insights on the data that our library should
be able to handle. Additionally, it exists in the literature a vast number of approaches to
develop a CVNN, for such, the mathematical theory surrounding this topic will be addressed.
Lastly, the already existent libraries are described to help define what the mentioned library
adds to the body of knowledge to the research community.

The search was performed by extracting the most relevant studies for the development of the
library using the string "complex-valued neural network" as the main keywords. It consisted
in finding papers with popular applications that have the potential of being applied in the
library, as well as, theory that can be used for defining the architecture of a CVNN. Some
extremely advanced or SotA procedures for modeling CVNN were kept out of this work, since
the intention is just to design a simple library that can scale for common CVNN applications.
Databases included in the search are the following: Google Scholar IEE Xplore, arxiv.org,
Springer Link and Science Direct.

2.1 Applications

The majority of CVNN applications come from the fact that the training data is written
in the complex domain. Meanwhile, the rest relies on strategies to cast the data from the
real domain into the complex domain. This section is subdivided into the various areas of
application.

2.1.1 Signal Processing

Signal processing was the first application found for the topic at hand (Hirose 2012) and it
is a vast field. For simplicity, this subsection is subdivide in applications related to Wireless
Communications and Audio. Although, the nature of the data used is similar between some
fields, there are some nuances to it.

Wireless Communications

Electromagnetic waves that constitute the signals present in wireless communications, are
more mathematically accurate when represented by complex numbers. If a certain problem
arises that can be solved by training a neural-based model, CVNN can be considered.

5



Chapter 2. State-of-the-Art

One of the focus on this field is using CVNN for signal coherence (Hirose and Yoshida
2012b; R. Wu, H. Huang, and T. Huang 2017). It consists in providing the time signature,
for instance, an electromagnetic signal to the inputs of the CVNN, with the objective the
reconstruct the coherent source signal, with as little Signal-to-Noise-Ratio as possible. Hi-
rose and Yoshida (2012b) describe a generalization for this problem and demonstrates that
CVNN can achieve better performance than its real counter-part, whereas R. Wu, H. Huang,
and T. Huang (2017) goes deeply in the specific learning method to be applied for these
cases. Current work will not contain the latter learning strategy, still it will address a similar
task as in Hirose and Yoshida (2012b) at Chapter 4, as it is one of the most fundamental
tasks of CVNN.

Also, the field for developing signal equalizers is where CVNN provides satisfactory solutions
(X. Hong et al. 2014; S. Liu et al. 2017; Uncini et al. 1999; You and D. Hong 1998).
Such procedure, aims to mitigate the cross-modulation effects between the in-phase and
quadrature-phase of the traveling signal, and it has been addressed since the late 90’s
(Uncini et al. 1999; You and D. Hong 1998). This application goes in a similar fashion to
the one described in the previous paragraph by S. Liu et al. (2017).

Channel estimation is also an crucial aspect of wireless communications (Murata, T. Ding,
and Hirose 2015; Yuan et al. 2019). In this case, studies aim to classify a certain channel’s
characteristics. Herein, CVNN receives the exchange signal in the complex domain. In the
case of (Yuan et al. 2019), the authors implemented an auto-encoder architecture that a
CVNN should be capable of supporting. Alongside channel estimation, CVNN managed to
surpass Real Deep Learning (DL) models on the task of specific emitter identification (Y.
Wang et al. 2021).

With the introduction of the 5G mobile network, a recent study shows an application CVNN
in the massive multiple-input multiple-output (MIMO) (Tiba and youhong 2023) . The
motivation lies purely on the fact that current MIMO detection is done by RVNN, which
does an additional step of converting the complex data, that the signal naturally possesses,
into real data. Not only there is loss of information, but also, unnecessary computational
demand. Study shows that, a CVNN can provide better performance in when compared to
current detectors and reduce the computational cost (Hirose and Yoshida 2012b; Tiba and
youhong 2023). Some equally relevant studies precede this recent one, such as, (Marseet
and Sahin 2017) where authors also use the architecture that was later used replicated by
(Yuan et al. 2019) in the channel estimation problem.

Generic studies on signal processing, have also been conducted over 20 years ago (Kim and
T. Adali 2000; Kim and Tülay Adali 2002). The latter authors experimented with specific
activation functions that improve the performance of CVNN signal processing capabilities.
Still, some more recent studies pick up from this point for further improvements and exten-
sions (Scardapane et al. 2018).

Audio

Regarding audio analysis with CVNN, some applications emerge in the field of speech recog-
nition (Hayakawa, Masuko, and Fujimura 2018). This application comes from the direct
translation of incoming sound/wave signals from speech, which are already, by default, en-
coded in complex numbers with an amplitude and a phase. The speech signal is not analyzed
in a recursive way, but a batch of the signal is analyzed to decode possible existent speech
within it. A CVNN does outperform a RVNN in the task (Hayakawa, Masuko, and Fujimura
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2018). Hu et al. (2020), also approaches the topic of analyzing speech. Nonetheless, in this
specific case, the task is not to recognize but to enhance the signal. Similar to the channel
estimation or specific emitter identification (Y. Wang et al. 2021), herein, a speech signal
is introduced with noise and a CVNN is tasked to enhance the quality of the signal, which
is in fact able to achieve satisfactory results.

The above problem of enhancing an audio signal was also applied for the mp3 format in (Al-
Nuaimi, Faijul Amin, and Murase 2012). The objective was to recover an encoded signal, as
close as possible to the unmodified, with the ideal architecture, one can get more suitable
results when compared to an equivalent RVNN (Al-Nuaimi, Faijul Amin, and Murase 2012).

Strikingly, CVNN also found an application in music by means of a classification task of re-
trieving meta-information about a song (Kataoka, Kinouchi, and Hagiwara 1998), or memo-
rizing a sequence of notes of a melody (Kinouchi and Hagiwara 1996). In spite of (Kataoka,
Kinouchi, and Hagiwara 1998) using Recurrent Neural Networks, the procedures is similar
when compared to real numbers.

2.1.2 Image Processing & Computer Vision

When it comes to Image Processing and Computer Vision (CV) models, CVNN also exhibit
promising results, however, the way data is handle can be different from the signal processing
procedure.

In satellite imagery as in the example of f TerraSAR-X datasets, satellites can provide aside
from a normal image, information about the polarization of the light received (Gleich and
Sipos 2018). This in itself, can be represented in the complex domain together the classical
image and feed onto a Complex-Valued Convolutional Neural Network (CV-CNN). Never-
theless in (Gleich and Sipos 2018) the authors implement a CV-CNN with substantial results
given the nature of the data.

Whereas, during data pre-processing stage for CVNN, not all data has an explicit complex
notation associated. Y. Liu, H. Huang, and T. Huang (2014) created a model for hand
gesture recognition, where the data is initially represented in pixels. The images are pre-
processed with a CV tool to get the main features out of the image, such as angles between
fingers, length, etc. These coordinates are then written in the complex plane where the
images can finally be processed by a CVNN with a performance that matches current ap-
plications (Y. Liu, H. Huang, and T. Huang 2014). Although not with the same detail,
another work pre-dated this exact issue (Hafiz, Amin, and Murase 2011).

Other studies, circle around facial recognition on distinguishing between the two genders.
Still features are extracted from an image with CV tools. Despite that, Amilia, Sulistiyo,
and Dayawati (2015) performed a mapping that defines 1 + 0.5ı as male and 0 + 0.5ı as
female instead of the real typical values of 0 and 1.

In DL for Image Recognition, the typical CVNN pipeline can be either converting an image’s
pixels to complex numbers with no imaginary component or to extract the features of the
image and find some mapping to the complex plane, with these features (Chiheb, Bilaniuk,
Serdyuk, et al. 2017; S. Gu and L. Ding 2018). One simple example can be for instance,
getting the intensity of the transitions and respective angles with a Sobel Operator (Sobel
2014), and the intensities and angles can be mapped to the absolute values and phases of the
complex numbers respectively. Another option is to compress the features since a complex
number can encode two numbers, the number of inputs can be resized to N/2 where N is
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the number of real inputs (S. Gu and L. Ding 2018). CVNN have also been employed in
similar problems involving crowd counting (Matlacz and Sarwas 2018), where one can divide
the complex components in features as stated previously or just give a default value to the
imaginary part (Chiheb, Bilaniuk, Serdyuk, et al. 2017; Matlacz and Sarwas 2018).

Furthermore, in the Image Processing realm, CVNN can be used to reconstruct images that
are blurred (I. Aizenberg, Alexander, and Jackson 2011; I. Aizenberg, Paliy, et al. 2008)
similarly to signal reconstruction, but with mapping to real numbers and without requiring
DL models.

To wrap up this selection of applications, it is important to acknowledge that CVNN are
equally suitable outside classification or segmentation tasks, such as the ones reviewed up
until now. A very recent study by Luo et al. (2024) provides a solution for compressing
images based on CVNN with greater robustness against adversarial attacks when compared
to RVNN.

2.1.3 Health

CVNN make an appearance in the health sector. Applications such as Electroencephalog-
raphy (EEG) and Medical Resonance Imaging (MRI) where both signal can be divided in a
real and an imaginary component. In the studies (Du, Riddell, and X. Wang 2023; Peker,
Sen, and Delen 2016; J. Zhang and Y. Wu 2017) the authors explore possible usages in
EEG-related diagnosis. While (Du, Riddell, and X. Wang 2023) dive in a more generic study
on trying to address if CVNN are viable for EEG applications, (Peker, Sen, and Delen 2016;
J. Zhang and Y. Wu 2017) take a more pragmatic approach in trying to apply it to clas-
sifying sleep stages, and epilepsy diagnosis, respectively. In the former, there is the use of
the complex convolution (will be later addressed) operation given the initial complex signal,
where authors were able to match human experts performance (J. Zhang and Y. Wu 2017).
In the latter, authors consider the relevance of the EEG as the gold standard for epilepsy
diagnosis (Pillai and Sperling 2006) to create a model that performs such evaluation, how-
ever, as opposed to the previous procedure, they do not rely on convolutional layers. Instead,
the authors implement a Multi-Layered Perceptron (Rumelhart, Hinton, and Williams 1986)
CVNN with k-folds cross-validation to accurately be used for epilepsy diagnosis (Peker, Sen,
and Delen 2016).

In the MRI scenario, (E. Cole et al. 2021; E. K. Cole et al. 2020), a cross-section of an
image is defined in the complex plane with polar coordinates. The reconstruction process
significantly reduces the amount of time patients need to remain still, so the authors explore
Complex Convolutional Layers that perform this task. Being the input a matrix of complex
values, CVNNs were able to achieve higher quality of image reconstruction (E. Cole et al.
2021; E. K. Cole et al. 2020). Still in the topic of MRI, the task of identifying tissue
parameters, based on cross-sections, was also tackled with CVNN in (Virtue, Yu, and Lustig
2017) and outperformed RVNN purposely designed for the task.

It is of high importance to note that operations such as the Fast Fourier Transform, can be
implemented in CVNN, which subsequently analyzes, for example, medical images regarding
mammography for digital watermarking Olanrewaju et al. (2011).
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2.1.4 Other Applications

Although multiple cases indicate that CVNN typically surpasses RVNN in terms of perfor-
mance metrics, CVNN is generally slower to train. As previously mentioned, the study by
Hui Zhang et al. (2021) develops for the first a computing ship specialized for complex com-
putation involved in a complex-valued multi-layer perceptron. With this computing chip,
the authors analyzed fundamental logic gates that adapted better to non-linearities when
compared to RVNN. The IRIS (Fisher 1936) and MNIST (LeCun, Cortes, and Burges 1998)
dataset were also studied with slightly different strategies both achieving greater results than
RVNN.

Interestingly enough, CVNN found its way onto stock prediction (Jia, B. Yang, and W.
Zhang 2018; H. Wang, B. Yang, and Lv 2017). Stocks data is not written in the complex
domain, therefore, authors described a method casting those values in a unitary complex
value. This was by defining a phase based on the real data point, maximum value of the set,
and minimum value of the set (Y. Wang et al. 2021). Both procedures also used different
optimization algorithms for updating the weights, respectively, Particle Swarm Optimization
(Eberhart and Kennedy 1995) and Cuckoo search (X.-S. Yang and Deb 2014).

There is also a Thesis that is worth mentioning on using and exploring Deep Complex-Valued
Recurrent Neural Networks (Mönning 2019).

2.2 Theory Behind CVNN

Multiple approaches have been taken into considerations when it comes to designing a
CVNN and many references have already dived deep into how should one structure a CVNN
depending on the task at hand. This section will be divided into two sub-sections. First
about how the literature has approached the problem of defining a Complex Activation
Function (CAF) and how can the back-propagation be implemented in these networks.
Some notes about the Complex Back-Propagation (CBP) algorithm will be included based
on the literature.

Related to a CVNN library (Jose Agustin Barrachina et al. 2023), provides also a detailed
explanation on how to implement such networks code-wise, as well as, (Abdalla 2023) also
provides a great and up-to-date summary on the many possibilities to design a CVNN. For
development purposes, former studies will be important for the library implementation.

2.2.1 Complex Activation Function

The first steps onto the development of a CVNN, targeted CAF (Clarke 1990; Georgiou
and Koutsougeras 1992). There is an inherent problem of this neural networks that upon
providing a complex argument to an activation function typically used in RVNN1, one would
observe that its derivatives are not contained/limited in the complex domain. This condition
is important for the stability of the gradients. Next on this section, it will be addressed some
CAF studied in the literature that were implemented in the library.

The most standard example is the identity activation function or simply no activation first
introduced by Widrow, McCool, and Ball (1975). It is a function that is useful for drawing
signals in the output layer for instance but it is prone to exploding/vanishing gradient (Hirose
2012). The problem with the exploding/vanishing gradient can be tackled by normalizing z

1A standard example can be the Sigmoid function for instance
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with the modulo function (Amari 1995; Hirose 2012), nevertheless it limits z to a circum-
ference of radius 1 which is specially useful for the non-gradient based approach for learning
(Bassey, Qian, and X. Li 2021).

Although slightly unstable, the hyperbolic tangent function can also be used, being one of
the first activation functions to be experimented with (Kim and Tulay Adali 2000).

To tackle the problem of limited derivative, Benvenuto and Piazza (1992) suggested the
split-type activation functions. This one consists in applying a well-known activation function
use in RVNN like sigmoid (Cox 1958) to both the real and imaginary part separately (split-
type A) or the amplitude and phase (split-type B) (Abdalla 2023), regardless, such function
does provide the much needed quick differentiation but it does not represent a fully CAF
with the possibility to incorporate correlations between real and imaginary component just
like previous ones. By expanding this reasoning, one can define a set o split-functions based
on RVNN activation functions making a very direct analogy between networks.

fs(z) = f (R{z}) + i f (I{z}), (2.1)

where f (x) is a function with limited derivative in the real domain like the sigmoid, or some
non-linear function like ReLU (Glorot, Bordes, and Bengio 2011). Within the same context,
one can have complex non-linear/parametric functions in the complex domain taking in
consideration the phase, which is that case for the zReLU function (Guberman 2016).

f (z) =


z if arg(z) ∈

[
0, π2

]
0 otherwise

(2.2)

All these functions were later referred to as non-analytical (Scardapane et al. 2020), and
those that involved the necessity to compute absolute values, also fall in the same category.

Another non-analytical CAF worth noting is the Cardioid Function (Virtue, Yu, and Lustig
2017). It is easily differentiable to help in the CBP and carries a simple expression of basic
computation, given by,

f (z) =
1

2
(1 + cos(arg(z))) z. (2.3)

The above mentioned CAF, describes the main core types of activation in the complex
domain that the library will implement. Nonetheless, in the next paragraph will be mentioned
some CAF that have proved to provide comparable or better performance but were not yet
implemented in the library.

Although used in some specific contexts, the modReLU function is a variant of the ReLU
function in the complex domain first introduced by Arjovsky, Shah, and Bengio (2016). This
function can be prone to training since it possesses a threshold that needs to be defined
unlike the split-ReLU function for instance.

f (z) = ReLU(|z |+ b)
z

|z | , (2.4)

where b is the threshold.
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Authors in (Scardapane et al. 2020) describe the usage of these so called Kernel Activation
Function (KAF) that when incorporated in a CVNN, show better results when compared
to RVNN for the standard dataset MINIST (LeCun, Cortes, and Burges 1998; Scardapane
et al. 2020). Although they are not used in this library, it is important to mention their
existence that they provide good performance on CVNN models and could be implemented
in the library. To avoid getting too technical in this SotA, broad terms, KAF are constructed
with a kernel that is easily differentiable and limited in a weighted sum along a grid. Typical
KAF would read as,

g(z) =
D∑
n=1

D∑
m=1

αn,mκC (z, dn + ıdm) , (2.5)

with D being the dimension of the grid, κC the kernel (can be for instance a Gaussian
function), dn, dm are parameters of the grid and αn,m the mixing parameters (Hofmann,
Schölkopf, and Smola 2008; W. Liu, Principe, and Haykin 2011).

2.2.2 Complex Learning Procedure

In later sections, a more detailed walk-through on the CBP algorithm, to be used in this
Master Thesis, will be provided as well as other possible learning alternatives. This section,
briefly discusses some of the already available options in the literature.

Core Procedures

One can divide into two main topics, gradient-based and a non-gradient based learning
(Abdalla 2023; Bassey, Qian, and X. Li 2021).

With the gradient approach, the objective is, as known from the classical neural networks, to
compute the gradient of the cost/loss function. The loss can be calculated in the complex
domain for a single training sample like so,

L =
∑
n

|an − tn|2 , (2.6)

where an ∈ C represents the activation on the last layer per unit n and tn ∈ C the desired
output from the training sample.

The back-propagation can be performed with almost the same procedure as in a RVNN,
however, one can either analyze the adjustment to the weights at the real and imaginary
level individually (split CBP) (Benvenuto and Piazza 1992) or at the weight as an entire
complex number (full CBP) since they obey the same differential properties (Abdalla 2023;
Bassey, Qian, and X. Li 2021; Hirose 2012; Kim and Tulay Adali 2000; S. Li et al. 2006).
Moreover, one must recognize the foundation required to reach the complex gradient of the
loss within the Wirtinger Calculus (Wirtinger 1927). From surveys (Bassey, Qian, and X. Li
2021; Lee, Hasegawa, and Gao 2022), one can see that the full CBP is more commonly used
and the split CBP is gradually becoming obsolete due to not considering the correlations
between real and imaginary parts individually.

One thing that CVNN bring of new when compared to RVNN is that one can apply a non-
gradient based approach for training the network. The error correction occurs at the phase
level being the reason why the modulo activation function is so important. The correction is
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defined and discussed in (N. Aizenberg et al. 1973) and as stated, does not involve computing
any derivatives. For a simple feed-forward CVNN, the expression for the error correction
can be found in (Abdalla 2023) and its interpretation is that the error is corrected at the
neuron level (individually). As the error begins at the output layer, in this approach, it still
needs to be propagated backwards. The implementation of this algorithm in the library is
incomplete.

Further Considerations

The mentioned core procedures already underwent some improvements, or simply new ad-
ditional methods have been adopted. Among them, Q. Liu et al. (2017) proposed a more
efficient algorithm for updating the weights of a CVNN. It was achieved by separating the
training method of the input layer, from the output layer. In the latter, the update to the
output neuron’s weights is first calculated with the least squares method. Getting this re-
sult, error is propagated with CBP using Gradient Decent to the input’s weights. Authors
reported a better convergence and generalization capabilities (Q. Liu et al. 2017).

Modifications to the learning algorithm with momentum optimization or even the Adam
optimizer, also provide same benefits as in the RVNN (Kingma and Ba 2014; Kotsovsky,
Batyuk, and Yurchenko 2020). The same applies for adaptive complex-valued step sizes in
gradient descent, however, this procedure can only be applied to fully CVNN (Zhao and H.
Huang 2023, 2024).

Convolution operation is well defined in the complex plain and, just like in the RVNN,
calculations can be parallelized. In spite of the slight increase in complexity, CV-CNN out-
perform a Convolutional Neural Network (CNN) (Chatterjee et al. 2022; Guberman 2016).

Last but not least, if designed properly, CVNN have been shown to be more robust than a its
real counter-parts, specially in signal processing-related applications (Neacşu et al. 2022).

2.3 Exploration of Existent Libraries

As stated by (Bassey, Qian, and X. Li 2021), there is the need for libraries targeted for
complex-valued computations such as in CVNN, hence the objective of this Master Thesis.
Very few full-fledged libraries or toolboxes can be found in the literature that modulate
CVNN. To the best of the authors knowledge, only the following references were found:
(J Agustin Barrachina 2022; Jose Agustin Barrachina et al. 2023; Chiheb Trabelsi 2017;
Cruz, Mayer, and Arantes n.d.; Dramsch and Contributors 2019; Gürüler and Peker 2015).

Within this group one finds, in its majority, libraries that are built on top of an already
existent machine learning framework meant for RVNN modeling like Keras. (J Agustin
Barrachina 2022; Jose Agustin Barrachina et al. 2023; Chiheb Trabelsi 2017; Cruz, Mayer,
and Arantes n.d.; Dramsch and Contributors 2019) all use Keras / TensorFlow as a back-end
which may limit the amount of available operations and architectures, further performance
optimizations and efficient memory management, given the unique approaches, as observed
from the current SotA, that CVNN may require. Additionally, all of these tools have not
been updated since 2 years and were developed typically for a one-time-usage.

Gürüler and Peker (2015) has also developed a tool for signal process, nonetheless, from
(Peker, Sen, and Delen 2016) it suggests that was built for this specific usage.
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2.4 Data Protection & Ethical Aspects

Given the nature of the objective of this Thesis, it is not going to involve managing data
of confidential or bio-metric related that might invoke any privacy policy. A synthetic signal
reconstruction dataset will be produced and used for testing CVNN as well as and the MNIST
dataset (LeCun, Cortes, and Burges 1998) in two applications.

Current state of the library is not yet capable of training large scale models, or even generative
models in the dangerous category of the European Commission (2021).
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Chapter 3

Library Implementation

This chapter will be dedicated to describing in detail how the library was developed. The
theory and calculus involved in structuring a CVNN will be described as some, fundamental
notions like forwarding a signal and training a CVNN. Afterwards, it will be briefly addressed
how the library is structured followed by the main algorithms implemented to perform the
necessary calculus related to CVNN tasks. This chapter will be wrapped up with some
guidelines on how to operate with the library.

3.1 Theory & Calculus

The development of this library required some fundamental notions of complex analysis,
therefore while going through the theory behind the dynamics of a CVNN in this library,
essential Complex Analysis concepts will also be presented. First, establishing some funda-
mental concepts regarding Artificial Neural Network (ANN), second, how a CVNN forwards
a signal, including a small discussion around complex activation functions, and third, how a
CVNN learns with the fully complex back-propagation algorithm.

A majority of the fundamental notions involved in this chapter come from Wintinger Calculus
(Wirtinger 1927).

3.1.1 Fundamentals

A ANN can have a high-level representation as a multivariate function whose parameters are
its weights and biases.

y = fw1,w2,...,b1,b2,...(x), (3.1)

where f is the function that represents the network, wi , bi its weights and biases respectively,
x the input features of a certain data point to be forwarded through the network, yielding
the output features y.

ANN are composed of layers which take a set of ni input features, perform some operation
on these features and output a set of no output features. Such operations, in the real
domain, consist of e.g. computing a weighted sum or convolution. One can also visualize a
layer as a function,

y(l) = gw1,w2,...,b1,b2,...(x
(l)), (3.2)
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being g the function that represents the layer, y(l) the input and x(l) the output features of
a layer l , and wi , bi the weights and biases, respectively, of the layer (not necessarily the
same set as in equation (3.1)).

Now, functions f and g are the same only if the ANN is composed of one layer. ANN
typically contain multiple layers where mathematically speaking,

y = g(L) ◦ ... ◦ g(2) ◦ g(1)(x), (3.3)

with ◦ denoting the chain composition operator, L being the total number of layers in the
ANN, and f (x) = g(L) ◦ ... ◦ g(2) ◦ g(1)(x). Figure 3.1 depicts a high-level representation of
an ANN according to the formalism used.

Figure 3.1: High-level representation of an ANN through function composi-
tion showing the dynamics of input x all the way to the output y through L

layers.

Processing Unit

Layers contain an array of neurons or processing units (for short, unit). Each unit is capable
of accessing the entire length of input features to that layer and it is the element that
possesses the parameters of the network (weights and biases). The layer’s number of output
features is mediated by the number of units present in that layer.

Since each layer has its own sets of units, to keep track of all parameters, we will establish
the following definitions:

• w(l)i - weights of neuron i of layer l . Weights can be a scalar, vector, matrix or generally
speaking, a tensor;

• b(l)i - scalar bias value of neuron i of layer l ;

• n(l)I - number of input features of layer l ;

• n(l)O - number of units or number of output features of layer l ;

• I(l) - input feature shape of layer l ;
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• O(l) - output feature shape of layer l .

Upon receiving the input features, unit i in layer l will perform some computation expressed
by a function h̃(l), resulting in one output feature per unit. The quintessential example of
such computation is the weighted sum, where if a neuron receives a vector of layer input
features x′,

q
(l)
i = h̃

(l)(w
(l)
i , b

(l)
i , x

(l)) = w
(l)
i · x

(l) + b
(l)
i , (3.4)

being h̃(l) : Rn
(l)
I → R, q(l)i the pre-activation value of neuron i of layer l and "·" denotes

the dot product. In this example, q(l)i happens to be a scalar1 and it was decided to name
it pre-activation since the last step of the processing unit computation, is the application of
an activation function.

The derivative of the activation function h(l) must yield a limited function. This function
will receive the pre-activation value from a unit i of layer l to filter them to an appropriate
range for the network, returning the final output feature or the activation value a(l)i of the
unit,

a
(l)
i = h

(l)(q
(l)
i ), (3.5)

where a(l)i has the same dimensions as q(l)i . Two standard examples of h(l) where h(l) : R→
R can be, for instance, the sigmoid function σ or hyperbolic tangent tanh operating. The
layer l ’s output will be a vector of length n(l)O containing all a(l)i for i = 1, 2, ..., n(l)O . On a
side note, one can see that this process inside a unit is also a composition of functions,

a
(l)
i = h

(l) ◦ h̃(l)(w(l)i , b
(l)
i , x

(l)) (3.6)

The main gist of a RVNN when compared to a CVNN is that w(l)i ∈ CI
(l)

and b(l)i ∈ C
for i = 1, 2, ..., n(l)O . This small modification on the network’s parameters carries out major
consequences in the traditional dynamics of RVNN.

3.1.2 Signal Forwarding

To forward a signal through an ANN, one must define the layers of the network, i.e. defining
the functions gl for l = 1, 2, ..., L where L is the number of layers in the network, and
calculate the chain composition of functions given input x as expressed in equation (3.3).
To define the function g(l) where g(l) : RI(l) → RO(l) , one must first understand its action.
Since a layer l will return n(l)O output features then,

y(l) = g(l)(x(l)) =

[h(l) ◦ h̃(l)(w(l)1 , b
(l)
1 , x

(l)), h(l) ◦ h̃(l)(w(l)2 , b
(l)
2 , x

(l)), ..., h(l) ◦ h̃(l)(w(l)N , b
(l)
N , x

(l))] (3.7)

with N = n(l)O . Indexing the output features yields,

1In general terms, these quantity can also be a tensor depending on the pre-activation operation.
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y(l) = a
(l)
i = h

(l) ◦ h̃(l)(w(l)i , b
(l)
i , x

(l)). (3.8)

With this in mind, one no longer needs the abstract function g(l). The layer l can be
defined by the pre-activation function h̃(l) and the activation function h(l). It is important
to emphasize that, due to abuse of notation, it is not clear that h̃(l) and h(l) can be different
functions from h̃(l+1) and h(l+1), which in fact can in cases where the network has multiple
layers. If L = 1 forwarding a signal through the network can be trivial like so,

yi = a
(1)
i = h

(1) ◦ h̃(1)(w(1)i , b
(1)
i , x). (3.9)

For a generic L, the entire forward dynamic is summarized as,

a
(l)
i = h

(l) ◦ h̃(l)(w(l)i , b
(l)
i , a

(l−1)
j ) (3.10)

where a(l=0)i = xi being the input to the ANN (l = 0 is a virtual layer) and a(l=L)i = yi
the prediction of the network. The generic indices i , j , are used to represent that different
layers can have different lengths of input and output features, i.e., typically n(l)I ̸= n

(l−1)
I .

Additionally, the number of input features of each layer must be equal to the number of
output features of the previous layer, i.e. n(l)I = n

(l−1)
O . Figure 3.2, presents an illustrative

summary of the notation and dynamics addressed up until this point.

Figure 3.2: Base architecture of a neural and framing with the formalism
introduced in this chapter. In this illustration, N = n(1)O , M = n(2)O and
K = n

(L)
O . To not make the illustration to dense , the bias parameter was
omitted, nevertheless, its framing is analogous to the weights.

3.1.3 Complex Activation Functions

At a high-level, this procedure applies for both RVNN and CVNN. The major difference
happens when one looks at the function h̃(l) and h(l) since now they map values in the
complex domain. Proceeding to examining the example of the pre-activation function of
the weighted sum in equation (3.4) in the complex domain C. The first instance where this
domain offers some non-linearity in the calculations, is in the product between two complex
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numbers inside the scalar product between w(l)i and x′ = a(l−1)j . Considering two complex
numbers z1 = x1 + iy1 and z2 = x2 + iy2, their multiplication can be expressed in function
of each one’s real and imaginary components,

z = z1z2 = (x1x2 − y1y2) + i(x1y2 + y1x2), (3.11)

where I{z1} and I{z2} have an important role in modulating R{z}. The second instance
is in choosing an activation function for the network.

From this point onward, it is important to start considering the properties of complex num-
bers and its consequences on a CVNN. Since the weights and biases are now complex, even
if the values of the input features carry no imaginary component, the forwarded signal will
eventually pick up an imaginary component.

For a function to be viable candidate as an CAF h(l) : CO(l) → CO(l) for a given layer l ,
its derivative needs to have a limited codomain. In the real domain, the previously given
examples of σ and tanh are actually both limited in its original form and its derivative.
However, if we take for instance function σ and provide it a complex argument, it will result
in a function that does not have a limited codomain, nor a limited derivative, due to the
exponentiation of complex numbers. A typical work around is to define a Real-Imaginary-
Type function or Split-Function, as shown in equation (3.12).

h(l)(z) = h(l)r (R{z}) + ih(l)r (I{z}), (3.12)

with h(l)r : RO
(l) → RO(l) a function with limited derivative. Given that h(l)r is limited, ensures

that h(l) and its derivative is also limited, therefore, a viable candidate as a CAF.

A group of split functions can be created based on real-valued Activation Function (AF)
which are present in the library but also two more viable CAF. The library also implements
the zReLU function

h(l)(z) =

{
z if 0 ⩽ arg(z) ⩽ π

2

0 otherwise
, (3.13)

Additionally, it also implements an adaptation of the cardioid curve, as a function,

h(l)(z) =
1

2
(1 + cos(arg(z)))z (3.14)

Both functions being explicitly dependent on the phase of z and with only its derivative as
a limited function.

3.1.4 Complex Back-Propagation

In section 3.1.1 it was defined a set of functions and composition of functions that, at
the time, seemed to be just some abstraction. However, these functions will be important
for implementing an algorithm based on the gradient descent optimization method (A.-L.
Cauchy 1847), that will make it possible for the CVNN to learn through data. This requires
knowledge in Complex Analysis, specifically complex function derivatives, and using the
complex chain rule in the composition of functions to implement Complex Back-Propagation
(Rumelhart, Hinton, and Williams 1986).
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Before going through complex differentiation, let us quickly define a complex loss function.
Although a simple concept, it is crucial for implementing complex gradient descent (or
optimization algorithms in general).

Typically, in the real domain, one can define the RVNN loss function as,

Ln =
(
a(L)n − rn

)2
, (3.15)

where Ln represents the error of neuron n given last layer’s activation a(L)n and rn the target
output feature result (from the dataset). A mean or a sum can be performed along the
flatten values of Ln for instance to a single value of the loss function expressed in equation
(3.16)

L =
n
(L)
O∑
n

Ln, (3.16)

In the complex domain, not a lot changes in the error expression Ln : CO
(L) → RO(L) , since

a complex codomain is not going to be considered. The complex error function can be,

Ln =
∣∣∣a(L)n − rn∣∣∣2 , (3.17)

with
∣∣∣a(L)n − rn∣∣∣ being the absolute value of the complex number resultant from a(L)n − rn.

Complex differentiation

Differentiating a complex function is going to be the most important task to perform in the
complex gradient descent (as a consequence, complex back-propagation), and it is important
to recognize certain types of complex functions.

In complex analysis, an Holomorphic function is a function that obeys the Cauchy-Riemann
equations (A. L. Cauchy 1814). Given a function f (z) = u(x, y)+ iv(x, y) where z = x+ iy ,
the Cauchy-Riemann equations read,

∂u

∂x
=
∂v

∂y
,
∂u

∂y
= −
∂v

∂x
. (3.18)

If such a function f obeys these equations, then its derivative with respect to z can be easily
taken according to,

∂f

∂z
=
∂u

∂x
+ i
∂v

∂x
. (3.19)

However, in this scenario of CVNN, functions typically do not obey equations in (3.18).
These functions are called non-holomorphic, and equation in (3.19) no longer holds true.
To compute the derivative of a non-holomorphic function, one must first layout the chain
rule between a complex function and its argument’s real and imaginary part like so,
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∂f

∂z
=
∂f

∂x

∂x

∂z
+
∂f

∂y

∂y

∂z

∂f

∂z̄
=
∂f

∂x

∂x

∂z̄
+
∂f

∂y

∂y

∂z̄

, (3.20)

being z̄ the complex conjugate of z . Here, we are considering also the derivative with respect
to z̄ because both x and y , have an implicit dependence in z and z̄ as show in equation
(3.21),


x =
z + z̄

2

y =
z − z̄
2i

. (3.21)

We can use this dependency to simplify equation in (3.20) yielding,

∂f

∂z
=
1

2

(
∂f

∂x
− i
∂f

∂y

)

∂f

∂z̄
=
1

2

(
∂f

∂x
+ i
∂f

∂y

) . (3.22)

These derivative expressions are valid for both holomorphic and non-holomorphic functions,
however, one would see that the second is null for the holomorphic case. This is an important
fact since, computationally-wise, if one knows from the start that a function is holomorphic:
calculating its conjugate derivative is not necessary; a more straight-forward expression can
be taken; last but not least, no need for storing unnecessary null data regarding the conjugate
derivative and perform further calculations with just zeros.

The function definitions established in Section 3.1.1, will help categorize each one to simplify
the back-propagation algorithm as much as possible.

Holomorphic & Non-Holomorphic functions in a CVNN

Pre-Activation Function h̃(l) The most common example of a h̃(l), is the (complex)
weighted sum showed in equation (3.4), which for the sake of this library, only layer logics
based on the weighted sum will be used (common weighted sum and convolution). First
point is to know if such function is holomorphic, therefore, one needs to apply the Cauchy
Riemann equations in 3.18. If it proves that the complex summation function f1(z) = z+z0
and the complex multiplication function f2(z) = zz0 are holomorphic, due to the properties
of holomorphic functions (Wirtinger 1927), we can prove that the sum of complex products,
is holomorphic (which is what a weighted sum is). For f1 there is,


u(x, y) = x + x0 ⇒

∂u

∂x
= 1,

∂u

∂y
= 0

v(x, y) = y + y0 ⇒
∂v

∂x
= 0,

∂v

∂y
= 1

, (3.23)
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with z0 = x0+ iy0. Equation (3.23) shows that the summation function is holomorphic. For
f2,


u(x, y) = xx0 − yy0 ⇒

∂u

∂x
= x0,

∂u

∂y
= −y0

v(x, y) = xy0 + yx0 ⇒
∂v

∂x
= y0,

∂v

∂y
= x0

, (3.24)

where Cauchy-Riemann Equations also hold. Therefore yields,

h̃(l)(w
(l)
i , b

(l)
i , a

(l−1)
j ) = w

(l)
i · a

(l−1)
j + b

(l)
i , ∀w

(l)
i , a

(l−1)
j , b

(l)
i ∈ C, (3.25)

being an holomorphic function. According to equation (3.19), one can determine what are
going to be the relevant partial derivatives for the back-propagation algorithm in equation
(3.26),



∂h̃(l)

∂a
(l−1)
j

= w
(l)
i

∂h̃(l)

∂w
(l)
i

= a
(l−1)
j

∂h̃(l)

∂b
(l)
i

= 1

 ∂h̃(l)
∂ā
(l−1)
j

=
∂h̃(l)

∂w̄
(l)
i

=
∂h̃(l)

∂b̄
(l)
i

= 0



. (3.26)

Complex Activation Functions h(l) Considering the set of activation functions present in
this library, all happen to be non-holomorphic with the exeption of zReLU. By reviewing the
split-function in equation (3.12), one proves that all split-functions are non-holomorphic, by
applying the Cauchy-Riemann Equation in equation (3.27),


u(x, y) = u(x) = h

(l)
r (R{z})⇒

∂u

∂x
=
∂h
(l)
r

∂x
,
∂u

∂y
= 0

v(x, y) = v(y) = h
(l)
r (I{z})⇒

∂v

∂x
= 0,

∂v

∂y
=
∂h
(l)
r

∂y

. (3.27)

Given the explicit dependency of u = u(x) and v = v(y), its derivatives with respect to x and
y respectively, are always going to be different aside from when x = y . Nevertheless, since
the entire domain of the split-functions is used, differentiation is performed with equation
(3.22) resulting in,
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∂h(l)

∂z
=
1

2

(
∂h
(l)
r

∂x
+
∂h
(l)
r

∂y

)

∂h(l)

∂z̄
=
1

2

(
∂h
(l)
r

∂x
−
∂h
(l)
r

∂y

) . (3.28)

Complex Loss Function h(l) Differentiating the complex error function in equation (3.17)
is the starting point to determine the entire gradients of the network, since it is going to
dictate what is the downward direction to optimize the error for each neuron, and as a
consequence, downward direction in the entire loss function surface.

First checking if the error function in equation (3.17), is holomorphic, and for simplicity,

considering
∣∣∣a(L)n − rn∣∣∣2 = |z |2 = x2 + y2,


u(x, y) == x2 + y2 ⇒

∂u

∂x
= 2x,

∂u

∂y
= 2y

v(x, y) = 0⇒
∂v

∂x
= 0,

∂v

∂y
= 0

. (3.29)

So this tells that the complex absolute value function is a non-holomorphic function, there-
fore, the loss function is only holomorphic for error values of zero (which is going to be
never a reachable value). One needs to consider the non-holomorphic derivatives, which
after some basic algebra yields,



∂Ln
∂a
(L)
n

= ā
(L)
n − r̄n

∂Ln
∂ā
(L)
n

= a
(L)
n − rn

. (3.30)

Complex Chain Rule

To implement an optimization method based on the complex gradient descent, only rests
to define a chain rule for propagating derivatives.

Supposing two generic complex functions A and B have a dependency in z and in z̄ in case
A and B are non.holomorphic. If there is a complex function C = B ◦ A, then to compute
the chain rule, one must consider z and z̄ . So, the chain rule for B ◦A where both functions
are non-holomorphic is,



∂(B ◦ A)
∂z

=
∂B

∂A

∂A

∂z
+
∂B

∂Ā

∂Ā

∂z

∂(B ◦ A)
∂z̄

=
∂B

∂A

∂A

∂z̄
+
∂B

∂Ā

∂Ā

∂z̄

(3.31)

where properties such as,
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∂Ā

∂z
= conj

(
∂A

∂z̄

)

∂Ā

∂z̄
= conj

(
∂A

∂z

) , (3.32)

hold for these derivatives where, for readability, conj(z) = z̄ . However, if A is holomorphic,


∂(B ◦ A)
∂z

=
∂B

∂A

∂A

∂z

∂(B ◦ A)
∂z̄

=
∂B

∂Ā

∂Ā

∂z̄

, (3.33)

else if B is holomorphic, 
∂(B ◦ A)
∂z

=
∂B

∂A

∂A

∂z

∂(B ◦ A)
∂z̄

=
∂B

∂A

∂A

∂z̄

, (3.34)

else if A and B are both holomorphic,


∂(B ◦ A)
∂z

=
∂B

∂A

∂A

∂z

∂(B ◦ A)
∂z̄

= 0

. (3.35)

These expressions are very much important in the Complex Back-Propagation algorithm as
it will become apparent.

Complex Gradient Descent & Back-Propagation

In the task of optimizing a neural network based on the gradient descent optimization
method, the objective is to determine the gradient of the loss function like so,



∂L
∂w
(l)
i

=
∂ (L ◦ f )
∂w
(l)
i

=
∂
(
L ◦

(
g(L) ◦ ... ◦ g(2) ◦ g(1)

))
∂w
(l)
i

∂L
∂b
(l)
i

=
∂ (L ◦ f )
∂b
(l)
i

=
∂
(
L ◦

(
g(L) ◦ ... ◦ g(2) ◦ g(1)

))
∂b
(l)
i

, (3.36)

since gl = h(l) ◦ h̃(l) and the only adjustable parameters of the network are w(l)i and b(l)i for
every l = 1, 2, ..., L and i = 1, 2, ..., n(l)I

2.

This derivative is not straightforward to determine, because the only starting point is from the
loss function it to optimize it with an explicit dependence on only last layer’s activation a(L)n .
The way one determines the full derivative is by applying the back-propagation algorithm.

2The index i is implicitly dependent on l
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First, the loss function’s dependency with respect to last layer’s weights and biases, w(L)n
and b(L)n respectively is,



∂L
∂w
(L)
n

=
∂
(
L ◦ a(L)n

)
∂w
(L)
n

∂L
∂b
(L)
n

=
∂
(
L ◦ a(L)n

)
∂b
(L)
n

. (3.37)

Because of the properties mentioned in equation (3.32) and the fact that L : CO(L)⊗n
(L)
O → R

results in,



∂L
∂w̄
(l)
i

= conj

(
∂L
∂w
(l)
i

)

∂L
∂b̄
(l)
i

= conj

(
∂L
∂b
(l)
i

) . (3.38)

Going back to section 3.1.4, a(L)n as function of q(L)n , is a non-holomorphic function just like
L(a(L)n ). Therefore, one can use equation in (3.31) to determine the derivative compositions,



∂L
∂w
(L)
n

=
∂L
∂a
(L)
n

∂
(
a
(L)
n ◦ q(L)n

)
∂w
(L)
n

+
∂L
∂ā
(L)
n

∂
(
ā
(L)
n ◦ q(L)n

)
∂w
(L)
n

∂L
∂b
(L)
n

=
∂L
∂a
(L)
n

∂
(
a
(L)
n ◦ q(L)n

)
∂b
(L)
n

+
∂L
∂ā
(L)
n

∂
(
ā
(L)
n ◦ q(L)n

)
∂b
(L)
n

. (3.39)

Nevertheless, a(L)n (q
(L)
n ) (result of function h̃(L)) does not have an explicit dependency in

w
(L)
n but q(L)n (w

(L)
n , b

(L)
n , a

(L−1)
m ) has (result of function h(L)). As shown in section 3.1.4 that

q
(L)
n is holomorphic so it is possible to apply equation in (3.34). Establishing the following

definitions in equation (3.40) beforehand to make the equations more readable,



∂L(L)n ≡
∂L
∂a
(L)
n

∂a
(L)
n

∂q
(L)
n

∂L̄(L)n ≡
∂L
∂ā
(L)
n

∂ā
(L)
n

∂q
(L)
n

. (3.40)

The derivative of the loss function with respect to the weights and biases of the last layer
is,
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∂L
∂w
(L)
n

=
(
∂L(L)n + ∂L̄(L)n

) ∂q(L)n
∂w
(L)
n

∂L
∂b
(L)
n

=
(
∂L(L)n + ∂L̄(L)n

) ∂q(L)n
∂b
(L)
n

. (3.41)

Now the next step is to determine the derivative of the loss function with respect to the
weights and biases of the previous to last layer represented in equation (3.42),



∂L
∂w
(L−1)
m

=
(
∂L(L−1)m + ∂L̄(L−1)m

) ∂q(L−1)m

∂w
(L−1)
m

∂L
∂b
(L−1)
m

=
(
∂L(L−1)m + ∂L̄(L−1)m

) ∂q(L−1)m

∂b
(L−1)
m

, (3.42)

where in this expression, all values are known aside from ∂L(L−1)m and ∂L̄(L−1)m .

The key to the back-propagation algorithm, is determining the derivative of the loss function
with respect to the previous to last layer’s activation such that one can keep iterating
backwards until the input layer (l = 1) is reached. Therefore yields,

∂L
∂a
(L−1)
m

=
∑
n

[(
∂L(L)n + ∂L̄(L)n

) ∂q(L)n
∂a
(L−1)
m

]
,
∂L

∂ā
(L−1)
m

= conj

(
∂L

∂a
(L−1)
m

)
(3.43)

where the sum over the units n, means that each neuron m of layer L−1 contributes equally
to every neuron’s activation of layer L.

Now one can use equation in (3.43) to determine the values of ∂L(L−1)m and ∂L̄(L−1)m and
insert them in equation (3.42) to propagate the derivatives backwards.

This Complex Back-Propagation is implemented by the proposed library and a summary can
be visualized in Figure 3.3. In upcoming sections, some small technical details regarding the
implementation of this algorithm will be discussed and some other operations relevant to
CVNN modeling.

3.2 Structure of the Library

The library is structured in 8 modules:

• act : Activation function definitions and interface for computing activation values;

• cvnn: Core module that contains structures and tools for modulating CVNN architec-
tures.

• dataset: Interface for processing datasets automatically;

• err: Minimal error handling enumerations;

• init: Enumerations for computing layer initialization techniques;

• input: Enumerations for handling static input and output features shapes for layers;
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Figure 3.3: Depiction summarizing the complex back-propagation algorithm,
at the neuron level, used in Renplex. Arrows indicate calculations and one can
see that, computational-wise, the majority of the derivatives can be calculated
in parallel. Derivatives related to the bias were omitted for a more concise

illustration and here M = n(L−1)O and K = n(L)O
.

• math: Various mathematical utilities concerning, for instance, complex float, matrix
definition and operations and random number generation;

• opt: Definition and computing loss function and its derivatives.

A brief overview on the core module cvnn.

cvnn Module The core module cvnn, only possesses two additional modules: layer and
network. layer module is arguably the most important as it contains all the layers imple-
mented in the library each one with its own logic, being:

• DenseCLayer: Contains a matrix of weights, vector of biases (as many as there is
units), and an activation function. It represents a fully connected layer that performs
the common weighted sum in equation (3.4) given a vector of scalar input features;

• Flatten: Flattens out a vector of matrix input features into a vector of scalar input
features;

• ConvCLayer: Contains a matrix of weights (filters/kernels), a vector of biases and an
activation function. This layer computes the convolution between every matrix input
feature against every filter. The number of filters will dictate the number of output
features (matrices);

• Reduce: A generalized pooling operation that asks for the user the operation to be
applied on each block of each input feature matrix. Each matrix block of every input
feature will be reduced into a scalar for down-sampling data.

The network module only defines the struct of a network, being a vector of layers, and
underlying operations such as running the complex gradient descent optimization for a batch
of data, adjusting the weights of the layers accordingly, calculating loss and accuracy, and
forwarding and intercepting signals.

Having this quick layout of the library, the main implemented features, operations and critical
algorithms will be addressed.
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More details on the structure of the library can be viewed in the Github repository Pxdr0-
A/renplex.git, it is also published in the crates.io, the official package manager for Rust
in https://crates.io/crates/renplex. Documentation for this library can also be accessed in
https://docs.rs/renplex/0.1.1/renplex/.

3.3 Main Implementations

To give some insights on the operation and performance of the library, in this section, there
will be an overview on the most critical tasks executed in the library.

3.3.1 Matrix-Vector Multiplication

The Rust implementation for this operations goes as follows:

1 pub fn mul_slice(
2 &self ,
3 rhs: &[T]
4 ) -> Result <Vec <T>, OperationError > {
5

6 // error handling
7 ...
8

9 // map rows of the matrix
10 let res = self.rows_as_iter ().map(|elm| {
11 // create a row and vec iterator
12 elm.into_iter ()
13 .zip(rhs.iter())
14 // perform scalar product
15 .fold(T:: default (), |acc , elm| {
16 acc + (*elm.0 * *elm.1)
17 })
18 }).collect::<Vec <_>>();
19

20 Ok(res)
21 }

Listing 3.1: Onverview on the Matrix-Vector multiplication implemented in
the Renplex Library using Rust.

Here, the slice rhs:&[T] is representing a vector and &self is a reference in memory to
a matrix. Afterwards, rows of the matrix are taken and mapped to a folded value that
represents the (complex) scalar product between matrix row and vector. The collection of
these folded values forms the result vector.

The majority of these algorithms were built with some flexibility in case there is need for
parallelization or eventual GPU utilization. This algorithm is easy to add concurrency in the
aspect that each folded value resultant from scalar matrix row and vector, can be computed
independently.
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3.3.2 2D Convolution

As for the 2D convolution, the high-level layout of the algorithm used can be viewed in
Listing 3.2.

1 pub fn convolution(
2 &self ,
3 kernel: &Self
4 ) -> Result <Self , OperationError > {
5

6 // extract kernel and matrix shape
7 let k_shape = kernel.get_shape ();
8 let initial_shape = self.get_shape ();
9

10 // error handling
11 ...
12

13 // determine the final shape
14 let final_shape = [
15 initial_shape [0] - (k_shape [0]-1),
16 initial_shape [1] - (k_shape [1]-1)
17 ];
18

19 // go through the number of final rows
20 let convolved_body = (0.. final_shape [0])
21 .into_iter ()
22 .flat_map (|i| {
23 // get a retangular matrix to slide the kernel
24 let slider = self.get_slider(i, k_shape [0]);
25

26 // slide the kernel
27 let conv_row = slider.slide(& kernel)
28

29 // returns a convolved row
30 conv_row
31 }).collect::<Vec <_>>();
32

33 // convert a flatten matrix to the final shape
34 Ok(convolved_body.to_matrix(final_shape).unwrap ())
35 }

Listing 3.2: Overview on the Convolutional Product implemented in the
Renplex library using Rust.

The way this convolution is going to be performed is by calculating the convolution per rows
of the final shape. This is, it is going to get a "slider" from the matrix which is requesting as
many rows as there are rows in the kernel3 and make the kernel slide through it to compute
the scalar product per block. This yields a convolved row that will collected into a vector
later converted to a matrix as the result.

3For example, if the kernel shape is 3× 4 it will request 3 rows.
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Such implementation guarantees also an easy parallelization if one wishes to compute con-
volved rows concurrently by getting a reference to a slider of the matrix in whatever thread
needed.

Some examples of convolutions performed by this algorithm can be found in Figure 3.4, with
an example of a handwritten 4 in the MNIST dataset (LeCun, Cortes, and Burges 1998).

(a) (b) (c)

Figure 3.4: A handwritten "4" of the MNIST dataset in (a), and the results
for the applications of two different convolutional filters using the Renplex
library. In (b), the application of a 3×3 shapen filter and in (c) the application

of the sobel operator (Sobel 2014).

In this three Figures we have in 3.4(a) the original image, in 3.4(b) the application of the
sharpen filter,

 0.0 −1.0 0.0

−1.0 5.0 −1.0
0.0 −1.0 0.0

 ,
and in 3.4(c) the application of the Sobel Operator (Sobel and Feldman 1968), both filters
with a size of 3× 3.

In both of these procedure there is the downsize of the image because the convolution is
reducing a 3 × 3 block to 1 value, thus effectively reducing dimension by 2 rows and 2
columns, in this case.

3.3.3 2D Down-Sampling & Up-Sampling

A crucial set of operations involved in convolutional neural networks is the and down-sampling
up-sampling.

Down-Sampling For the down-sampling it was used a general pooling operation similar to
the skimage.measure.block_reduce function present in the scikit-image (Van der Walt
et al. 2014) python library, it divides the matrix in blocks and reduces them to single values
based on a certain function. This can be viewed on Listing 3.3.

1 pub fn block_reduce(
2 &self ,
3 block_size: &[usize],
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4 block_func: impl Fn(&[T]) -> T
5 ) -> Result <Self , OperationError > {
6

7 let matrix_shape = self.get_shape ();
8

9 // error handling
10 ...
11

12 // determine the final shape
13 let final_shape = [
14 matrix_shape [0] / block_size [0];
15 matrix_shape [1] / block_size [1];
16 ];
17

18 // go through the number of final rows
19 let reduced_body = (0.. final_shape [0])
20 .into_iter ()
21 .flat_map (|i| {
22 // get a retangular matrix to slide the kernel
23 let slider = self.get_slider(i, block_size [0]);
24

25 // reduce the slider per block
26 // (stride of block_size [1])
27 let reduced_row = slider
28 .reduce(block_size , block_func)
29

30 // returns the reduced slider
31 reduced_row
32 }).collect::<Vec <_>>();
33

34 // convert a flatten matrix to the final shape
35 Ok(reduced_body.to_matrix(final_shape).unwrap ())
36 }

Listing 3.3: Overview on the Reduce operation on images implemented in
the Renplex library using Rust.

It is very similar to the 2D convolution, however it adds a stride of block_size[1] and a
custom operation on the block aside from weighted sum (scalar product). Concurrency can
be used in the same way as the convolution.

Up-Sampling This library only implements on up-sampling technique which is fractional
up-sampling and it is used here to propagate the derivatives through a reduce layer. Such
technique, receives a block shape saying how much one wants to increase the size of the
image by padding in between pixel values (let us call it inner padding), and a kernel that
performs a padded convolution after this inner padding is performed. This implementation
is slightly bigger than the above ones mentioned so we are just going to show a high-level
implementation on Listing 3.4.

1 pub fn fractional_upsampling(
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2 &self ,
3 block_size: &[usize],
4 kernel: &Self
5 ) -> Result <Matrix <T>, OperationError > {
6

7 let matrix_shape = self.get_shape ();
8 let mut matrix_rows = self.rows_as_iter ();
9

10 // error handling
11 ...
12

13 // appropriate padding size wrapping pixles
14 let inner_pad = calc_inner_pad(block_size);
15

16 let final_shape = [
17 matrix_shape [0] * block_size [0],
18 matrix_shape [1] * block_size [1]
19 ];
20

21 let mut res = Vec::new();
22 let n_rows = matrix_shape [0];
23 // add inner paddings to the entire image
24 // go through all pixels in the image
25 for _ in 0.. n_rows {
26 // add upper padding
27 for _ in 0.. inner_pad [0] {
28 // add as many rows as upper paddings
29 res.extend(vec![T:: default (); final_shape [1]]);
30 }
31 // add row with padding in between
32 for row_elm in matrix_rows.next().unwrap () {
33 // left inner pad
34 res.extend(vec![T:: default (); inner_pad [1]]);
35 res.push(*row_elm);
36 // right inner pad
37 res.extend(vec![T:: default (); inner_pad [2]]);
38 }
39 // add lower padding
40 for _ in 0.. inner_pad [3] {
41 // add as many rows as lower paddings
42 res.extend(vec![T:: default (); final_shape [1]]);
43 }
44 }
45

46 // create a result matrix
47 let matrix_res = Matrix :: from_body(
48 res ,
49 [final_shape [0], final_shape [1]]
50 );
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51 let kernel_shape = kernel.get_shape ();
52

53 // perform padded convolution so that
54 // dimensionality is not lost
55 // and values are added in between
56 let out = matrix_res
57 // by default the filter should be [3, 3]
58 .pad(( kernel_shape [0]-2, kernel_shape [0]-2))
59 .convolution(kernel)
60 .unwrap ();
61

62 Ok(out)
63 }

Listing 3.4: Overview on the Fractional Up-sampling implementation in the
Renplex library using Rust.

Typically the kernel used in fractional up-sampling is,

0.25 0.50 0.250.50 1.00 0.50

0.25 0.50 0.25

 ,
where, to up-sample both real and imaginary parts equally in a complex image, this kernel
has to be composed of real values.

On Figure 3.5 we give an example of an average pooling being performed, and reverting back
to the original dimensions with fractional up-sampling of an image with real pixels. Process
reads from 3.5(a) to 3.5(c).

(a) (b) (c)

Figure 3.5: A handwritten "4" of the MNIST dataset in (a), and the results
for the applications of average pooling (b) and fractional up-sampling (c) in

succession using the Renplex library

3.3.4 Layer Initialization

Various methods for layer initialization were implemented in this library but they circle around
a core method of generating complex numbers. When generating random complex numbers,
this library generates a random number between 0 and a certain value defined by the user.
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This value is going to be the absolute value of the complex number, then it generates a
random phase between (0, 2π). The complex number is then converted to real and imaginary
part.

In spite of initialization methods like He Initialization (He et al. 2015), Xavier, Xavier Glorot
(uniform and normal distribution) (Glorot and Bengio 2010) being used in RVNN, an adap-
tation of this methods were implemented. Each initialization method’s distribution targets
the absolute value of the complex number and the phase is again generated according to a
uniform distribution.

Listing 3.5 shows how to generate two random complex numbers with this adapted versions
Xavier Glorot (Uniform) and He initialization.

1 use renplex ::init:: InitMethod;
2

3 let ref mut seed: &mut u128 = 63478262957;
4

5 // number of input features of a certain layer
6 let ni: usize = 64;
7 // number of output features of a certain layer
8 let no: usize = 16;
9

10 // value generated according to Xavier Glorot Uniform
11 let xav_glo_num = InitMethod :: XavierGlorotU(ni + no)
12 .gen(seed);
13

14 // value generated according to He Initialization
15 let he_init_num = InitMethod :: HeInit(ni)
16 .gen(seed);

Listing 3.5: Demonstration of how to generate complex random numbers
with Xavier Glorot Uniform and He initialization respectively.

since each one of these methods his based of on either n(l)I , n(l)O or both.

3.3.5 Complex Back-Propagation

Initially, two pipelines for the complex back-propagation were tested. The current imple-
mented pipeline can be viewed in Listing ??.

1 pub fn gradient_opt(
2 &mut self ,
3 data: Dataset <T, T>,
4 loss_func: &ComplexLossFunc ,
5 lr: T
6 ) -> Result <(), ForwardError > {
7

8 let n_layers = self.layers.len();
9

10 // error handling
11 ...
12
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13 // weights and biases bgradients to accumulate
14 let mut dldw_per_layer = Vec::new();
15 let mut dldb_per_layer = Vec::new();
16 let mut _total_params: usize = 0;
17

18 // allocation of memory for the gradients
19 // ...
20

21 // make an iterator of the data points
22 let (inputs , targets) = data.points_into_iter ();
23

24 let batch_size = inputs.len();
25 for (input , target) in inputs.zip(targets) {
26 // collect all activations of the network
27 let mut activations = self
28 .collect_acts(input)
29 .unwrap ()
30 .into_iter ()
31 .rev();
32

33 // initial prediction
34 let initial_pred = activations.next().unwrap ();
35 // initial value of loss derivatives
36 let mut dlda = T:: d_loss(
37 initial_pred ,
38 target ,
39 &loss_func
40 ).unwrap ().to_vec ();
41 // initial conjugate derivative of loss
42 let mut dlda_conj: Vec <T> = dlda
43 .iter()
44 .map(|elm| { elm.conj() })
45 .collect ();
46

47 // reversed layers iterator
48 let rev_l = self.layers.iter().rev();
49 // layers and activations reversed iterator
50 let act_l_rev = activations.zip(rev_l).enumerate ();
51 // activations are consumed here recursively
52 for (l, (prev_act , layer)) in act_l_rev {
53 // check if layer propagates derivatives
54 if layer.propagates () {
55 let dldw; let dldb;
56 // compute derivatives of the layer l
57 // loss and conj loss derivative are being updated
58 (dldw , dldb , dlda , dlda_conj) = layer
59 .comp_grad (&prev_act , dlda , dlda_conj)
60 .unwrap ();
61
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62 // update gradients of the batch
63 dldw_per_layer[n_layers -l-1]. add_slice_mut (&dldw)
64 .unwrap ();
65 dldb_per_layer[n_layers -l-1]. add_slice_mut (&dldb)
66 .unwrap ();
67 }
68 }
69 // drop unecessary memory
70 drop(dlda); drop(dlda_conj);
71 }
72 // divide the gradient by the count of data samples
73 let scale_param = lr / T:: usize_to_complex(batch_size);
74

75 // iterator containing the gradients per layer
76 let update_iter = dldw_per_layer
77 .into_iter ()
78 .zip(dldb_per_layer.into_iter ())
79 .zip(self.layers.iter_mut ());
80

81 update_iter.for_each (|(( mut dldw , mut dldb), layer)| {
82 if layer.propagates () {
83 // scale the gradients
84 dldw.mul_mut_scalar(scale_param).unwrap ();
85 dldb.mul_mut_scalar(scale_param).unwrap ();
86 // adjust the weights and biases of that layer
87 layer.neg_conj_adjustment(dldw , dldb).unwrap ();
88 }
89 });
90

91 Ok(())
92 }

Listing 3.6: Overview of the gradient optimization algorithm (using back-
propagation) implementation in the Renplex library using Rust.

Where in Listing ??, self now is a network struct/instance. This gradient optimization,
for each data point in the batch, collects all activations of the network, reverses them, and
starts clearing this features as they are needed for the derivative computation of each layer.
After accumulating all of the calculated derivatives, it averages them out and multiplies by
the learning rate and uses the result to adjust the weights and biases of each respective
layer.

The alternative approach (not shown here as a listing), consumes much less memory, because
it fetches the activation needed for the current derivative computation. However, the down-
side is that it has to forward the signal every time it needs to fetch and activation, yielding a
considerable performance overhead. For the purpose of this library, and analyzed datasets,
there were no problems concerning memory, nevertheless, it is a good future alternative to
consider for more memory consuming networks.
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3.4 Library Usage

To create a CVNN in the library, one must first define the layers to be added by initializing
them as preferred. Let us see how to instantiate every single layer that the library implements
so far.

3.4.1 Layer Definition

DenseCLayer One initializes a complex fully connected layer by indicating the input shape
that it will receive, number of units, a CAF, a weight initialization method and a seed for
random number generation. With the number of input features (scalars) and the number
of units, the initialization function will generate a matrix of weights using the initialization
method provided. An example of initialization can be visualized in Listing 3.7.

1 use renplex ::math:: cfloat ::Cf32;
2 use renplex :: input:: IOShape;
3 use renplex ::act:: ComplexActFunc;
4 use renplex ::cvnn:: layer:: dense:: DenseCLayer;
5

6 let ref mut seed: &mut u128 = 63478262957;
7

8 // define complex number with 64bits
9 // 32 bits for each real and imaginary part

10 type Precision = Cf32;
11

12 // number of scalar input features
13 let ni = 64;
14 // number of scalar output features (units)
15 let no = 16;
16

17 // input features are scalars (vetor of values)
18 let input_shape = IOShape :: Scalar(ni);
19

20 let dense: DenseCLayer <Precision > = DenseCLayer ::init(
21 input_shape ,
22 no,
23 ComplexActFunc :: RITSigmoid ,
24 InitMethod :: XavierGlorotU(ni + no),
25 seed
26 ).unwrap ();

Listing 3.7: Initialization of a complex dense layer.

ConvCLayer To initialize a convolutional layer one must give the number of input features
and filters (which will be the number of output features), the sizes of the filters, activation
function, kernel initialization method and a seed. The depth of the filters is the number of
input features ni and is automatically assigned in the initialization. This becomes apparent
on Listing 3.8.

1 use renplex ::math:: Complex;
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2 use renplex ::math:: cfloat ::Cf32;
3 use renplex :: input:: IOShape;
4 use renplex ::act:: ComplexActFunc;
5 use renplex ::cvnn:: layer::conv:: ConvCLayer;
6

7 let ref mut seed: &mut u128 = 63478262957;
8

9 // complex number with 64bits
10 // 32 bits for each real and imaginary part
11 type Prec = Cf32;
12

13 // number of input features
14 // i.e. number of channels of the images
15 let ni = 1;
16 // number of filters
17 let filters = 8;
18 // shape of the filters
19 // (without depth)
20 let f_shape = [3, 3];
21

22 let conv_layer: ConvCLayer <Prec > = ConvCLayer ::init(
23 IOShape :: Matrix (1),
24 filters ,
25 k_size ,
26 ComplexActFunc ::RITReLU ,
27 InitMethod :: HeInit(filters * f_shape [0] * f_shape [1]),
28 seed
29 ).unwrap ();

Listing 3.8: Initialization of a complex convolutional layer.

The way this layer propagates derivatives fundamentally lies in equation (3.43), however,
with method of calculation that is noteworthy.

∂L(n)L and ∂L̄(n)L are easy to compute since they are based on straightforward element-wise
operations, i.e. one can just flatten out any matrix/tensor to perform the operations. The
nuance, lies in the derivative of the pre-activation q(n)L with respect to the weights w(n)L and
the activation of the previous layer a(m)L−1. Turns out that, if one simplifies all weighted sum
expressions underlying the convolution operation, the entire derivative can boil down also
convolution operations. With some basic algebra, from these derivatives yield,



∂q
(L)
n

∂w
(L)
n

= a
(L−1)
m ∗ q(L)n

∂q
(L)
n

∂a
(L−1)
m

= q
(L)
n ∗p flip

(
w
(L)
n

) (3.44)
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where ∗, ∗p represents the convolution and padded convolution product respectively and
flip(.) indicates the operation of flipping a matrix. This is the way Renplex is calculating the
convolutional derivatives.

Reduce Due to the amount of operations involved, although it does not carry any param-
eters of the network, the Reduce layer has a rather extensive initialization process. One
needs to define, how many matrix input features will receive, the block shape of the oper-
ation, a block function that reduces a matrix block to a scalar and finally an interpolation
kernel that will be used in the back-propagation algorithm to up-sample the derivatives to
previous layers. In Listing 3.9, an example of an average pooling layer using the Reduce layer
abstraction.

1 use renplex ::math:: Complex;
2 use renplex ::math:: cfloat ::Cf32;
3 use renplex ::cvnn:: layer:: reduce :: Reduce;
4

5 // define complex number with 64bits
6 // 32 bits for each real and imaginary part
7 type Prec = Cf32;
8

9 // number of input features
10 let ni = 8;
11 // block shape
12 let b_shape = [2, 2];
13 let block_func = |block: &[Prec]| {
14 // length of the flatten block
15 let b_len = block.len();
16 // sum of the elements
17 let sum = block.into_iter ().reduce (|acc , elm| {
18 acc + *elm
19 });
20

21 // calculate the mean and return it
22 sum / Prec:: complex_to_usize(b_len)
23 };
24 // utility for quick access to the sharpen filter
25 let interp_k = Matrix :: get_sharp_kernel ();
26

27 let avg_pooling: Reduce <Prec > = Reduce ::init(
28 ni,
29 b_shape ,
30 // store block_func in the heap
31 Box::new(block_func),
32 interp_k
33 ).unwrap ();

Listing 3.9: Initialization of a Mean Pooling layer using the Reduce layer
abstraction.
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In training, Reduce will fractional up-sample
∂Ln
∂a
(l)
n

to
∂Ln
∂a
(l−1)
m

, and respective conjugate.

Flatten The flatten layer is a straightforward layer to define. One simply needs to define
the shape of the input features and how many there are as shown in Figure 3.10.

1 use renplex ::math:: Complex;
2 use renplex ::math:: cfloat ::Cf32;
3 use renplex ::cvnn:: layer:: flatten :: Flatten;
4

5 // input matrix shapes
6 let input_shape = [28, 28];
7 // number of input features
8 let ni = 8;
9

10 let flatten_layer: Flatten = Flatten ::init(
11 input_shape ,
12 ni
13 );

Listing 3.10: Initialization of a flatten layer.

3.4.2 Network Construction

After initializing a layer, that layer can be added in a CNetwork instance. However, this
stuct only receives one type, the reason being is because, if it was a set of types belonging
to a certain class, it would needed to rely on heap memory usage4. To tackle this problem,
the library offers a static interface (enumeration) (Listing 3.11) to map a layer through the
wrap() method, to a common type CLayer where it contains all the possibilities of layers
developed inside the library.

1 pub enum CLayer <T> {
2 Dense(DenseCLayer <T>),
3 Convolutional(ConvCLayer <T>),
4 Reduce(Reduce <T>),
5 Flatten(Flatten)
6 }

Listing 3.11: Enumeration of the general layer interface.

To add the first layers one must use the add_input() method. From that point forward, the
add() method will keep adding layers to the network where the last added layer is assumed
to be the output layer. After that, the gradient_opt() method in Listing 3.6 can calculate
the gradients for a certain batch of data to update the network with.

1 use renplex ::math:: Complex;
2 use renplex ::math:: cfloat ::Cf32;
3 use renplex :: dataset :: Dataset;
4 use renplex ::opt:: ComplexLossFunc;

4Accessing memory from the heap, typically introduces some performance overhead when compared to
accessing in the stack (Stroustrup 2013)
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5 use renplex ::cvnn:: layer:: CLayer;
6 use renplex ::cvnn:: network :: CNetwork;
7

8 let mut network: CNetwork <Cf32 > = CNetwork ::new();
9

10 network.add_input(conv_layer.wrap()).unwrap ();
11 network.add(avg_pooling.wrap()).unwrap ();
12 network.add(flatten.wrap()).unwrap ();
13 network.add(dense.wrap()).unwrap ();
14

15 // define loss function
16 let loss_func = ComplexLossFuntion :: Conventional;
17 // history of loss function values
18 let loss_vals = Vec::new();
19 // define a real learning rate
20 let learning_rate = Cf32::new(1.0, 0.0);
21

22 // initialize a batch of data
23 let mut data_batch: Dataset <Cf32 , Cf32 > = Dataset ::new();
24 // extract a unique batch of data points
25 // can be done in any logic (default order , randomized , ...

)
26 for _ in 0.. batch_size {
27 // collect data points from a file
28 let data_point = ...;
29 // add point to the dataset
30 data_batch.add_point(data_point);
31 }
32

33 // calculate the initial loss for the batch of data
34 let loss = network ::loss(
35 data_batch ,
36 &loss_func
37 ).unwrap ()
38 // add loss value to history
39 // (for optimization algorithms for instance)
40 loss_vals.push(loss);
41

42 // train 1 batch of data
43 network.gradient_opt(
44 data_batch ,
45 &loss_func ,
46 learning_rate
47 ).unwrap ();
48

49 // this pipeline can be repeated to perform an epoch
50 // and repeated again for as many epochs choosen

Listing 3.12: A short example on how to build a batch of data and train it in
a previously constructed network.
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With this lower level approach, one can implement any optimization algorithm with the
learning rate and change it accordingly to loss functions values or performance metric. The
pipeline can also be repeated as many epochs it is needed to reach the desired results.
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Library Evaluation

In this Chapter, the library will be evaluated against two simple datasets: MNIST (LeCun,
Cortes, and Burges 1998) and a synthetically generated signal reconstruction dataset. A
comparison will be made with equivalent RVNN architectures using Tensorflow for the men-
tioned datasets. First it will given some brief insights on the performance of this library given
its architecture, then some studies regarding adequate learning rates for CVNN modulated
by the library while being compared with learning rates on RVNN. Then training some light
ANN architectures against these datasets, namely, Multi-Layer Perceptron and a small Con-
volutional Neural Network. Meanwhile results will be presented alongside a small discussion
on each network’s performance.

4.1 Performance Remarks

With the development of this library, the focus was not on achieving comparable levels of
performance as with RVNN frameworks such as Tensorflow. The library was developed
without concurrency features, however, it was built with that in mind for adding concur-
rency if needed. Minimal performance and memory usage optimizations circled around, not
cloning data structures and recycling memory as much as possible via references, condensing
derivative computations in common loops, and compiling the code with optimization flags.

Having this in consideration for the following results, here are the resultant average runtime
of each dataset and architecture per batch:

FC (22886) AE (87760) CNN (32410)
SR - 531ms -
MNIST 23ms - 936ms

Table 4.1: Batch run-times in mili-seconds, for the two datasets used (SR
stands for the synthetic signal reconstruction dataset) and different archi-
tectures with respective number of parameters in parenthesis. FC stands for
Fully connected (Multi-Layer Perceptron), AE is Auto-Encoder, CNN is con-

volutional neural network.

4.2 Renplex’s Learning Rates

To perform the upcoming tests, for each dataset it was performed a series of test with
regards to the learning rate. In here, it will be shown for the example of the MNIST dataset
using a fully connected architecture showed in Section 4.3.1, how the learning rate was
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selected. It is noteworthy that the MNIST dataset is not a dataset with complex values,
therefore, to feed it to a CVNN, one simply defines each pixel as a "complex value" where
the imaginary component is null.

To keep the tests short so that the computations would not become to much time expensive,
we decided to limit the number of epochs and fit the learning rate so that the model learns in
the interval. Fully connected networks learn slower when compared to convolutional neural
networks so it was used 32 and 16 epochs respectively. The criteria used for selecting a
learning rate for the referred interval were simple:

• Able to stabilize the model for around 5 epochs in the local minimum;

• Exhibit little to no oscillations at the local minimum.

Figure 4.1 shows various learning curves with test results (for different learning rates) where
values around 1.5 and 2.0 appear to be good choices.

(a) (b)

Figure 4.1: Test loss and accuracy curves for the MNIST dataset concerning
various real learning rates on the complex-valued multi-layer perceptron for
32 epochs. As the learning rate increases, convergence time improves but

also stability decreases.

In the study (Huisheng Zhang and Mandic 2015), shows that it might be beneficial to use an
imaginary learning rate to speed up training and achieve slightly results. One of the options
is to have a specific adaptive learning rate that can be implemented with the library, however
due to its complexity, its implementation was skiped. The other option is to have a small
imaginary component, that it is not as beneficial as the adaptive approach but also showed
some improvements. The latter was tested and Figure 4.2 shows the results where one can
see that there is this slight benefit in convergence time but, for this case, the local minimum
value is around the same for each curve.

The process discussed just now, was also applied for every Tensorflow architecture developed.
In the same context, Figure 4.3 shows learning curves obtained with equivalent architecture
with Tensorflow. One can notice that, such learning rates are slightly higher and learning
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(a) (b)

Figure 4.2: Test loss and accuracy curves for the MNIST dataset concerning
various imaginary learning rates on the complex-valued multi-layer perceptron
for 32 epochs. The studied learning rates follow an increase in phase with

values 0, π20 ,
π
10 ,

π
6 ,
π
4 and π

3 with absolute value of 1.50.

curves more unstable when compared with the CVNN architecture, in other words, Tensor-
flow, has more difficulty training the model in the same amount of epochs that the CVNN
does with stability (and higher accuracy).

4.3 Fully Connected Neural Network Applications

The current section will show two distinct applications of fully connected CVNN. First, a
layout for classification using the MNIST dataset, then an auto-encoder type of architecture
using dense layers for signal reconstruction. For the purpose of proving that the library
works as intended, while minimizing runtime, the focus will be on very simple architectures
constructed for the purpose of this Master Thesis only.

On a side note, it is important to note that, since the implementation of cross entropy Loss
function is not well defined or explored in the literature, we used the mean squared error
loss function for both Renplex and Tensorflow. This is without loss of generality since the
derivative of the cross entropy (in composition with the softmax activation that is necessary),
is the same as the derivative of the mean squared error, so the derivatives are propagated
equally in both scenarios. This only plays a roll in optimization algorithms that pick up
the loss function values for determining next iterations of the learning rate, which is also
something that we will not be addressing in this simple case of studies.

4.3.1 MNIST Dataset

The task at hand with this dataset is: given a single channel input image of 28× 28 pixels
containing a handwritten digit, train the network to identify which digit is. For such, that
output layer will need have 10 units where the neuron with greatest activation classifies the
digit it represents. Based on the Multi-Layer Perceptron architecture (Rumelhart, Hinton,
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(a) (b)

Figure 4.3: Test loss and accuracy curves using Tensorflow for the MNIST
dataset concerning various learning rates on the multi-layer perceptron for 32

epochs.

and Williams 1986), we will suggest for this study the following architecture consisting of 5
layers in total:

• 1 - Flatten Layer to map the 28× 28 matrix to a vector of dimension 784;

• 2 - Dense Layer, 28 units, (split) sigmoid activation;

• 3 - Dense Layer, 16 units, (split) sigmoid activation;

• 4 - Dense Layer, 16 units, (split) sigmoid activation;

• 5 - Dense Layer, 10 units, (split) sigmoid activation.

The differences between RVNN and CVNN architectures are marked with the parenthesis.
Instead of having the sigmoid activation function, one has an equivalent one which we choose
to be and Real-Imaginary-Type or split sigmoid function,

σS(z) = σ (R{z}) + iσ (I{z}) . (4.1)

With this setup the following results in Figure 4.4 were obtained. These results, as the fol-
lowings, were obtained by running 6 different random seeds through 32 epochs and averaging
out all points of all learning curves obtained, then drawing the mean learning curve inside
a region with the size of plus/minus 2 times the standard deviation of each epoch value.
For both networks, it was used batches of 100 images and the default data split with the
MNIST dataset (the same for all instances where we study MNIST in this master thesis).

The results show that the CVNN over-performed the RVNN and even offered greater stability
when reaching the local minimum. Additionally, CVNN seemed to have converged in less
epochs compared to the RVNN. We would also like to note that the selected learning rates
were in accordance with the pipeline in Section 4.2, as will all the results in this chapter.
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(a) (b)

Figure 4.4: Comparison of mean test loss and accuracy curves between Ren-
plex and Tensorflow for the MNIST dataset with equivalent multi-layered
perceptron-based neural network models. The µ represents the average curve
of all learning curves concerning 6 seeds, and 2σ two times the standard de-
viation related to every loss and accuracy value for each of the 32 epochs.

4.3.2 Synthetic Signal Reconstruction Dataset

In this next test of the library,the task that was performed was discussed in the state-of-
the-art as very common to be executed by a CVNN. The network will be provided a noisy
(complex) signal and its objective is to guess what the clean signal s(t) is behind the noise.
For this task we generated a Synthetic Dataset.

Method for Generating the Dataset

To generate this dataset we first considered a plain wave signal,

y(t) = ρe i(ωt+φ) (4.2)

where ρ is the amplitude, ω frequency and φ the phase of the signal. In a more practical
sense, t is the sampling vector or simply the time variable.

One way one could generate the dataset is by generating a various random combinations of
ρ, ω and φ, produce a signal yi(t), which would be the dependent variable, and then add
Gaussian noise to it to get xi(t) being each respective independent variable. Nevertheless,
for this dataset we decided to form more complex (normalized) signals composed of multiple
plain waves like so,

y(t) = C
N∑
n

ρne
i(ωnt+φn), (4.3)

where C is some normalization constant, the amplitudes and frequencies ρn and ωn respec-
tively, were both randomly uniformly distributed between 0.1 and 1 and all φn were uniformly
distributed between 0 and 2π. The number of waves N, for each signal y(t) of the dataset,
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were integers randomly uniformly distributed between 1 and a given limit number of waves
to add which we considered 8 for upcoming tests. To have on average at least one complete
cycle of the signal, the vector t goes from 0 to 4π with 512 samples.

To generate the dependent variables, i.e. noisy input signal to the network x(t), one would
just add Gaussian noise gσ(t) with a mean of 0 and a defined standard deviation governed
by a threshold σ0 which in the following cases was 0.025. To have a proportional noise to
intensity, the former was used and a threshold for noise and increased with the sample’s
intensity by the following expression,

σ = σ0

(
1 +
|y(t)|
20

)
, (4.4)

for every given instant t such that x(t) = y(t) + gσ(t). On Figure 4.5 we show four
examples of pairs (x(t), y(t)) used for the dataset were one can see that multiple amplitudes
and frequencies might be contained on the signal and that the noise remains proportional
throughout different absolute values of the samples.

Regarding training and testing data, 20000 pairs of noisy and clean signal respectively were
generated for both training and testing pipeline. All formed with random number of waves
each with its own unique and random amplitudes, frequencies and phases.

Results

To extract the results in Figure 4.6, it was used the CVNN architecture equivalent to the
Auto-Encoder one. It consisted of:

• 1 - Dense Layer, 128 units, (split) hyperbolic tangent activation. (This layer receives
the signal encoded in a vector with 512 elements);

• 2 - Dense Layer, 32 units, (split) hyperbolic tangent activation;

• 3 - Dense Layer, 16 units, (split) hyperbolic tangent activation;

• 4 - Dense Layer, 32 units, (split) hyperbolic tangent activation;

• 5 - Dense Layer, 512 units, no activation.

However, since the signal is complex in its nature, one needs to find a way to feed it to a
RVNN. In Tensorflow, it was created two equal networks where one trains on the real part
of the signal and the other on the imaginary part of the signal. The predicted outputs of
each model are combined in a single output and loss is then calculated according to the
error in equation (3.15). This studies in Figure 4.6 were performed for 32 epochs and to
select the learning rate an additional note was taken into account: output signals must have
little to no signal-to-noise-ratio. If a small enough learning rate is given in such a task, the
network simply tries to minimize the mean squared loss with no consideration whatsoever
to the noise of the prediction, yielding at the end a very good result in terms of loss, but
something that does not resembles a clear signal.

These results show again that a CVNN model outperforms RVNN model and also offer more
stability while converging to a local minimum, in spite of initiating training at slightly worst
loss values. Additionally it also trains quicker epoch-wise since it soon over-took the RVNN
more or less at the 4 epoch mark. The capability of generalization becomes apparent if
we visualize some predictions made from both CVNN and RVNN in Figure 4.7. This figure
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(a) (b)

(c) (d)

Figure 4.5: Four pairs of independent x(t) and dependent variables y(t) from
the signal reconstruction dataset. Samples are represented in the complex
plane, in green the supposed smooth signal and in blue dots the signal with
Gaussian Blur. Arrows indicate the direction of propagation of the signal.
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Figure 4.6: Comparison of mean test loss and accuracy curves between Ren-
plex and Tensorflow for the Synthetic Signal Reconstruction dataset with
equivalent auto-encoder-based neural network models. The µ represents the
average curve of all learning curves concerning 6 seeds, and 2σ two times the
standard deviation related to every loss and accuracy value for each of the

32 epochs.

suggests that, a RVNN has difficulties in continuously curving the signal in the complex plane,
executing less smooth curves when compared to a CVNN prediction. Another disadvantage
of the RVNN model is that it was used a "split-model" where one creates two independent
models, one to deal with the real part and another to deal with the imaginary part of the
signal, which is double the memory. The other option for the RVNN would be to have an
input of 1024 (far all real and imaginary values separately) instead of 512 but that would be
changing the architecture to much. Additionally, it actually produced less accurate results
when compared to the split model.

4.4 Convolutional Neural Network Applications

Since the library is also capable of performing 2D convolutions, this section shows a simple
application of a CVNN in comparison with a RVNN, in the same classification task with the
MNIST dataset. This example will consist in a light Convolutional Neural Network archi-
tecture where the convolutional operation inside the complex convolution layer is performed
according to what was described in Section 3.3.2.

4.4.1 MNIST Dataset

It was decided to use the MNIST dataset and an architecture that did not involved a con-
siderable amount of parameters. It consisted in:

• 1 - Convolutional Layer, 8 filters, 3× 3 kernel size, (split) ReLU activation;

• 2 - Average Pooling Layer (showed in Section 3.9), 2× 2 block;

• 3 - Convolutional Layer, 16 filters, 3× 3 kernel size, (split) ReLU activation;

• 4 - Dense Layer, 16 units, (split) sigmoid activation;
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• 5 - Dense Layer, 10 units, (split) sigmoid activation.

The 8 input filters, make sure that first layer’s activation does not store a lot of features,
substantially reducing memory usage, and to make sure that the convolution layer performs
the major role on the task, a reduced number of Dense units was added. Tests ran for
16 epochs due to these types of networks training faster but also more time expensive.
Result on Figure 4.8, show a comparable performance between the RVNN and CVNN both
in accuracy and solution stability.

In spite of the network modeling being almost analogous between RVNN and CVNN, it is
important to notice that Tensorflow does not incorporate fractional up-sampling as a method
for propagating derivatives backwards through the average polling layer. In fact, it has a
method much more reliable almost mimicking the inverse process of the average pooling
(Abadi et al. 2023). In Renplex’s case, for easiness in implementation and quick release of
the library, we decided to have a common operation for propagating derivatives through the
Reduce Layer which is not ideal and may hinder performance.

(a) (b)

Figure 4.8: Comparison of mean test loss and accuracy curves between Ren-
plex and Tensorflow for the MNIST dataset with equivalent convolutional-
based neural network models. The µ represents the average curve of all
learning curves concerning 6 seeds, and 2σ two times the standard deviation

related to every loss and accuracy value for each epoch.

When the process of training these models was finished, we extracted the output feature
maps from the first convolutional layer (input layer) and collected them in Figures 4.9,
4.10 and 4.11. In the first, we show output feature maps from the RVNN modeled by
Tensorflow where one can see some high-level features like image smoothing, contrasts and
edge detection. In the second and third results, we show the complex output features maps
from two different perspectives in the same CVNN.

It might be confusing to see MNIST images colored, however, since inside the CVNN features
have complex-valued pixels, we decided to map on Figure 4.10, the real part of the pixel to
shades of red and the imaginary part in shades of green. In Figure 4.10, the absolute values
of the pixel are mapped to shades of red and their phases in shades of green. One can see
from these results, that from both perspectives, the CVNN tried to capture some high-level
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features and transitions. Sometimes bringing the input image completely to the imaginary
axis, or sometimes encoding sections of the input image with different phase values.
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Chapter 5

Conclusions & Future Work

This Master Thesis delivers an open-source library for modulating Complex-Valued Neural
Networks, with an overview on its inner-workings, how to interact with the library and a
few simple case studies. It was provided a contextualization in Chapter 1 giving a reason
why these types of neural networks are relevant to be explored and its potential. Then, in
Chapter 2, a brief exploration of the State-of-the-art to see what are the most common
functionalities, components and ways to modulate a CVNN, as well as, some major appli-
cation where CVNN have a promising impact. It was also performed a search on already
existent libraries that modulate CVNN and concluded that is still an incomplete field in need
of tools for exploration of these networks. In Chapter 3, was established the mathematical
foundation necessary for CVNN moduling together with some core algorithms and proce-
dures developed. Lastly, the library was evaluated in Chapter 4 against the MNIST and a
Synthetic Signal Reconstruction datasets, with multiple architectures namely Multi-Layer
Perceptron, Auto-Encoder and Convolutional Neural Networks.

Despite being one author involved in the development of this library, this Master Thesis,
pinpoints a solid start for CVNN exploration at a small scale with scaling capabilities. The
reason being is the fact that the library was scaffold using a fast and secure system’s program-
ing language (Rust (Klabnik and Nichols 2018)) and easy interaction at the development
level for improving core algorithms until a comparable performance with already existent
RVNN libraries is reached. Instances of new layers and even learning algorithms unique to
CVNN, can be easily added in future versions. Nevertheless, this library is of difficult use to
inexperienced/unfamiliar users with ANN/Rust.

Results obtained by CVNN modulated in the library, typically outperform in loss and/or accu-
racy, have better generalization capabilities, take less epochs to train and offer more stability
on local minima when compared to RVNN just as described in the literature (Chapter 2).
Nevertheless, due to the additional computations and memory usages involve in operations
with complex numbers, CVNN experience more performance overhead and compared to
RVNN. For this purposes, regularization, was not needed so far.

Regarding Future Work, in spite of this library being ready to be used for some applications
or research, there is still a many of missing features. The next steps of development would be
to implement the non-gradient based approach Multi-Valued Neuron to optimize a CVNN,
more layer instances like 1D convolution and recurrent layers, and more activation functions
like the ones described in Section 2.2.1 with equal to greater potential as the core ones
already implemented. Nevertheless, the most urgent steps to take is to optimize critical
and core procedures in the library. This can be done, for instance, by the creation of thread
pools when initiating the library to manage specific tasks associated with the forwarding
and back-propagating a signal with concurrency, having an interface of predefined arrays to
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be stored in the stack memory (for quick memory access) or memory optimization in basic
complex operations.

A very important study which could be conducted, would be a fair evaluation of runtime
performance between RVNN and CVNN1. Having Renplex fully optimized in every possible
aspect, it would be of upmost importance to check if a CVNN is effectivelly faster than a
RVNN since the former takes less epochs to train a model, despite the performance over-
head introduced by complex computations. Also, comparing over-fitting thresholds between
CVNN and RVNN would be equally interesting.

The library presented in this document is available and open for contributions on the GitHub
address Pxdr0-A/renplex.git, and the author has the intention to give some further improve-
ments on the library’s core functionalities and documentation, where at the time, the latter
can still be improved.

1At the time of writing this thesis, such study was not yet addressed in the literature to the best of the
authors knowledge.
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