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ABSTRACT

Distributed generation unlike centralized electrical generation aims to generate electrical energy on small scale as near as possible to load centers, interchanging electric power with the network. This work presents a probabilistic methodology conceived to assist the electric system planning engineers in the selection of the distributed generation location, taking into account the hourly load changes or the daily load cycle. The hourly load centers, for each of the different hourly load scenarios, are calculated deterministically. These location points, properly weighted according to their load magnitude, are used to calculate the best fit probability distribution. This distribution is used to determine the maximum likelihood perimeter of the area where each source distributed generation point should preferably be located by the planning engineers. This takes into account, for example, the availability and the cost of the land lots, which are factors of special relevance in urban areas, as well as several obstacles important for the final selection of the candidates of the distributed generation points. The proposed methodology has been applied to a real case, assuming three different bivariate probability distributions: the Gaussian distribution, a bivariate version of Freund’s exponential distribution and the Weibull probability distribution. The methodology algorithm has been programmed in MATLAB. Results are presented and discussed for the application of the methodology to a realistic case and demonstrate the ability of the proposed methodology for efficiently handling the determination of the best location of the distributed generation and the corresponding distribution networks.
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1. Introduction

Distributed generation (DG) represents a change in the paradigm of electrical energy generation. The emergence of new technological alternatives (photovoltaic systems, wind power, cogeneration, etc.) allows to generate part of the required energy closer to the places of consumption, improving quality levels and minimizing the investments costs associated with of transmission and distribution systems [1]. In general terms, the development of DG plants aims at improving environmental aspects and quality of energy (uninterrupted provision of electrical energy with suitable voltage level, current, frequency, amongst others) [1–3]. These generation types can benefit from a decision-support tool able to assist decision making in the scope of a project of installation of DG plants. In a first stage, a programming tool determines the location of the DG point’s candidates. After this, we can proceed to optimize the capacities, number of units and technology to be implemented.

The objective of this research work is determining the region of higher probability for location of DG plants that will feed the loads under study. These loads have been previously estimated [4–6].

In order to determine the region of greater probability for location of DG plants, a probabilistic methodology, previously used for the optimal location of electric substations, will be adapted [7,8]. To achieve this objective, three distribution probability functions are used: normal, Freund’s bivariate exponential distribution and Weibull. The obtained solution must fulfill the parameters of reliability and electrical power quality for the study developed in this work. It should be noticed that this methodology considers the fact that the load center for a group of consumers varies with time [7].

The decision of the location of DG plants is a crucial aspect in the model, with a strong impact on the operation and investment costs.

In [9] an algorithm using primal-dual interior point method for solving non-linear optimal power flow problems was proposed. The main purpose is to optimize location and sizing of DG on distributed systems for solving the problem of line loss reduction. Most of the benefits of employing DG in existing distribution networks have both economic and technical implications and they are interrelated.
In [10], a general approach is presented to quantify the technical benefits of DG. A set of indices is proposed to quantify some of the technical benefits of DG. They are:

- voltage profile improvement index;
- line loss reduction index;
- environment impact reduction index;
- DG benefit index.

The basic idea behind the above proposed indexes’ is to compare the voltage profile, the total line losses, and the emission of a particular pollutant with and without the employment of DG.

In [11], a multi-objective formulation for the siting and sizing of DG resources into existing distribution networks has been proposed. This method permits the planner engineers to decide the best compromise between costs of network upgrading, power losses and energy not supplied. A genetic algorithm and ε-constraint method have been proposed that allows obtaining a set of non-dominated solutions.

In [12] a multi-objective performance index-based size and location of DG in distribution systems with different load models has been presented. A constant real and reactive power load model is assumed. In this reference, it is shown that the load models can significantly affect the optimal location and sizing of DG resources in distribution systems.

In [13] an analytical method has been presented to determine the optimal location to place DG in radial as well as networked systems to minimize the power loss of the system. In [14] the analytical method is only proposed for sizing and location of DG in radial distribution systems. In this study, a loss sensitivity factor, based on the equivalent current injection, is formulated for distribution systems. The formulated sensitivity factor is employed for the determination of the optimum size and location of DG so as to minimize total losses by the analytical method without use of admittance matrix, inverse of admittance matrix or Jacobian matrix. It is shown that, the proposed method is in close agreement with the classical grid search algorithm based in successive load flows.

Ref. [15] presents a genetic algorithm-based method to determine optimal location and size of the DG to be placed in radial, as well as networked, systems with an objective to minimize the power losses. Several simulation studies have been conducted on radial feeders, as well as networked systems, considering single-distributed generation and multiple-distributed generations separately to minimize the power loss of the system subjected to no voltage violation at any of the distribution network buses.

The location of the DG site depends upon several factors, such as the voltage level, voltage regulation, DG cost and power losses level. In general, some considerations should be taken into account for the selection of the candidate points where the DG will be located, such as [4,16]:

- The DG system must be as close as possible to the load center of its service area, in order to reduce the voltage drop, power losses and the product of the load and the distance from the DG source.
- Proper voltage regulation should be obtained without taking extensive measures.
- Proper access for the future interconnection with the distribution or transmission electrical networks should be provided, considering future growth.
- The DG fixing project must comply with land regulations, local ordinances and neighbors.
- The DG installation project should reduce the number of customers affected by any unavailability of electricity supply.

- Other considerations, such as adaptability, emergency, etc., should also be taken into account.

This paper proposes a new probabilistic methodology conceived to assist the electric system planning engineers in the selection of the DG location, taking into account the hourly load changes or the daily load cycle. These location points, properly weighted according to their load magnitude, are used to calculate the best fit probability distribution. This distribution is used to determine the maximum likelihood perimeter of the area where each DG source point should preferably be located by the planning engineers. When all the load centers are determinate, then the planning engineers can better calculate the load nodes that can be feed by each source or DG by the simple calculation of the product (kVA × distance) minimum. The algorithm is stopped when the sum of the load nodes is lower or equal than the capacity of the source or DG, taking into account a certain reserve for the future grows of the load.

This paper is organized in the following way. Section 2 expands the probabilistic methodology used to locate the DG and the proposed statistical distributions. After that, Section 3 presents the test system, the application of the three distributions probabilities to a realistic case and the main results of the best location of the DG and their distribution networks. Finally, Section 4 states the conclusions.

2. Proposed statistical distribution

The proposed calculation procedure starts with the application of a deterministic methodology to a given set of load curves given in 1 h periods, associated to a set of points in the plane (as presented in Fig. 1).

The set of hourly load centers is calculated using expressions (1) and (2) where $X_i$ and $Y_i$ are the coordinates of the load center; $S_j$ is the apparent power of the load curve $j$ for hour $i$; $nh$ is the number of hours for the discretization of the load curves; $nc$ is the number of load curves.

For hour $i$, we have:

$$X_i = \frac{\sum_{j=1}^{nc} S_j X_j}{\sum_{j=1}^{nc} S_j}, \quad \text{for } i = 1, \ldots, nh \quad (1)$$

$$Y_i = \frac{\sum_{j=1}^{nc} S_j Y_j}{\sum_{j=1}^{nc} S_j}, \quad i = 1, \ldots, nh \quad (2)$$

Any other methodology may be applied at this stage to define the best candidate of source location point for each hourly load, without loss of generality. In order to apply the proposed methodology, the
vectors \((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\) corresponding to the coordinates of the hourly load centers of the area to be served are initially assumed as independent, identically distributed observations from a bivariate probability distribution having a density \(f_{ee}\) in a parametric family \(F = \{f_e: e \in \mathcal{E}\}; (\mathcal{E} \subseteq \mathbb{R}^k, \text{ some integer } k)\) \([17]\). It will be assumed that the densities in \(F\) are unimodal, i.e. they have a global maximum which is the only local maximum.

For some relevant families of distributions, the densities are symmetric around the mode in the sense that if the mode of the density occurs at \((x_0, y_0)\), then for every vector \(v = (v_1, v_2)\), the function \(t \rightarrow f_e((x_0 + v_1)t + x_0), t \in \mathbb{R}\), is an even function of \(t\). When this symmetry condition holds, the mode coincides with the expected value \(E(X, Y)\). Such is the case for the Gaussian family of distributions and the bivariate version of Freund’s exponential distribution described below. It is also assumed that the \(k\)-dimensional parameter \(e_0\) is unknown and must be estimated from the sample.

Once an estimate \(e_0\) of \(e_0\) has been found, the estimate for the optimal location of the sources candidate points is the mode of \((X, Y)\) with respect to the density \(f_{ee}\). For the estimated density \(f_{ee}\), the high probability region at level \(c > 0\) is the subset of the \(X-Y\) plane defined by

\[ h(c, \hat{e}_0) = \{(x, y) \in \mathbb{R}^2: f_{ee}(x, y) \geq c\}. \tag{3} \]

Due to the unimodality assumption, the high probability regions will be connected sets, having the estimated mode \((x_0, y_0)\), of \(f_{ee}\) in their interior. The methodological proposal consists in locating the sources candidate points within the smallest high-probability region (which corresponds to the largest value of \(c\)) where its construction is feasible.

Three different alternatives were studied for the parametric family \(F\). For each alternative, the form of the high-probability regions as well as their estimation, when applied to the same real case presented in Fig. 1, are discussed, illustrating the flexibility of the proposed methodology. For easier application of the methodology, the loads have been grouped taking into account the similarity and distance from their possible load center, forming four groups. These groups are presented in Fig. 2. The daily load curves of each load point, numbered from 1 to 20, are shown in Fig. 3.

2.1. Gaussian distribution

Let us consider first the Gaussian bivariate family, for which the densities are given by

\[ f_{ee}(x, y) = \frac{1}{2\pi \Sigma^{1/2}} \exp( - \frac{1}{2} (x - \mu)^\top \Sigma^{-1} (x - \mu)^\top) \tag{4} \]

![Fig. 2. Representation of the load groups.](image)

where \(\mu\) is the mean or expected value and the covariance matrix; \(\Sigma\) is a real symmetric \(2 \times 2\) positive definite matrix. This family of distributions has been widely studied in the literature \([17]\).

The estimates \(\hat{X}\) and \(\hat{\Sigma}\) are calculated using (6) or (7) and (8):

\[ \hat{\Sigma} = \frac{1}{n} \sum_{i=1}^n (X_i - \bar{X})(X_i - \bar{X})^\top \tag{8} \]

for \(\mu\) if the total apparent power is not considered for the hour \(i\)

\[ \hat{\Sigma} = \frac{1}{n} \sum_{i=1}^n (X_i - \bar{X})(X_i - \bar{X})^\top \tag{8} \]

for \(\mu\) if the total apparent power is considered for the hour \(i\) \(\tag{7}\)

if the total apparent powers are considered, and

\[ \hat{L} = \frac{1}{n} \sum_{i=1}^n \left( \left( \frac{X_i}{Y_i} \right) - \hat{X} \right) \left( \left( \frac{X_i}{Y_i} \right) - \hat{X} \right)^\top \tag{8} \]

for a given probability value \(P\), the probability regions:

\[ h_p = \left\{ \left( \frac{X}{Y} \right): \left( \left( \frac{X}{Y} \right) - \hat{X} \right) \hat{\Sigma}^{-1} \left( \left( \frac{X}{Y} \right) - \hat{X} \right) \leq p^2 \right\}. \tag{9} \]
the following expression is found for the ellipse:

\[ \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1 \]  

A new coordinate system, described by Fig. 4, is defined:

\[
X = u \cos(\theta) - v \sin(\theta);
\]

\[
Y = u \sin(\theta) + v \cos(\theta);
\]

where \( \theta = \tan^{-1}\left(\frac{a_1 - a_2}{2a_3}\right) \)  

(12)

The modified equation that describes the high probability region is

\[
\frac{u^2}{a'^2} + \frac{v^2}{b'^2} = 1
\]

where

\[
a' = \frac{1}{\sqrt{a_1 \cos^2(\theta) + 2a_2 \sin(\theta) \cos(\theta) + a_3 \sin^2(\theta)}}
\]

(14)

\[
b' = \frac{1}{\sqrt{a_1 \sin^2(\theta) + 2a_2 \sin(\theta) \cos(\theta) + a_3 \cos^2(\theta)}}
\]

(15)

and the parameter \( p \) depends upon the chosen value for the probability \( P \):

\[
P(H) = 1 - \exp(-\rho^2) = P \Rightarrow \rho = \sqrt{\ln \frac{1}{1-P}}
\]

Finally, the ellipse area is \( A = \pi a' b' \rho \).  

(16)

2.2. Freund’s generalized exponential distribution

Another option for the parametric family \( F \) is a generalization of Freund’s bivariate exponential distribution [18], with densities given by

\[
f_s(X) = \begin{cases} 
  a^n \exp(-a X) \left(1+\beta \exp(-\alpha X - c)\right), & X < c \\
  a^n \exp(-a X) \left(1+\beta \exp(-\alpha X - d)\right), & X < d 
\end{cases}
\]

(17)

with

\[
X = \begin{pmatrix} X_1 \\ Y_1 \end{pmatrix}, \quad \theta = (\alpha, \beta, \alpha', \beta', c, d)
\]

where \( e \) is a five-dimensional parameter, since the restriction \( \gamma = \gamma' = \gamma'' = \gamma''' = \gamma'''' = 0 \) is applied to guarantee continuity of the density; \( c \) and \( d \) are real numbers; and \( \gamma, \gamma', \gamma'', \gamma''' \) are positive constants. All of the parameters can be estimated using the following expressions:

\[
\alpha = \frac{\sum X_1 - \bar{c}}{\sum X_1 - \bar{d}}
\]

(19)

\[
\beta = \frac{\sum [Y_1 - c(1 + \beta)]}{\sum [Y_1 - d(1 + \alpha)]}
\]

(20)

\[
\alpha' = \frac{\sum [X_1 - c(1 + \beta)]}{\sum [X_1 - d(1 + \alpha)]}
\]

(21)

\[
\beta' = \frac{\sum [Y_1 - d(1 + \alpha)]}{\sum [Y_1 - c(1 + \beta)]}
\]

(22)

The mean \( \bar{X} = (\bar{c}, \bar{d}) \) is calculated using (6) or (7).

Expressions (19)–(22) result after maximizing the natural logarithm of the product \( f_s(X) \) for all the loads. Regions \( R_1 \) and \( R_2 \) are described by

\[
R_1: |X - c| < |Y - d| \quad (X - c \geq 0 \text{ and } Y - d \geq 0)
\]

(23)

\[
R_2: |X - c| \geq |Y - d| \quad (X - c \geq 0 \text{ and } Y - d \geq 0)
\]

(24)

The part of the high-probability region corresponding to the first quadrant \( X, Y > 0 \) is determined by two straight lines, as shown in Fig. 5.

After integrating, the following probability function is obtained:

\[
P(t) = 1 - \frac{t}{\alpha + \beta} \left(1 + \frac{\beta}{\alpha} \right) - \frac{1}{\alpha} \ln \left(\frac{t}{\alpha \beta}\right)
\]

(25)

The value of the parameter that corresponds to a given probability value, has been obtained numerically.

Finally, to calculate the area of the polygon, it is necessary to calculate the area corresponding to the first quadrant and multiplies by 4, we obtain:

For the region \( R_1 \) of the Fig. 5 the area is

\[
\text{Area } R_1 = \int_0^\infty \int_0^{f_1(X)} dv \cdot dx
\]

\[
= \left(\frac{1}{\alpha} - \left(\frac{\alpha + \beta}{\alpha \beta}ight)^{1/2} \right) \left(\frac{1}{\alpha} \ln \left(\frac{t}{\alpha \beta}\right) - \left(\frac{\alpha + \beta}{\alpha \beta}ight) \right)
\]

(26)

For the region \( R_2 \) of the Fig. 5 the area is

\[
\text{Area } R_2 = \int_0^\infty \int_0^{f_2(Y)} dx \cdot dy
\]

\[
= \left(\frac{1}{\alpha} - \left(\frac{\alpha + \beta}{\alpha \beta}ight)^{1/2} \right) \left(\frac{1}{\alpha} \ln \left(\frac{t}{\alpha \beta}\right) - \left(\frac{\alpha + \beta}{\alpha \beta}ight) \right)
\]

(27)

Assuming continuity of the probability distribution function can be written as

\[
\text{Area } R_2 = \int_0^\infty \int_0^{f_2(Y)} dx \cdot dy
\]

\[
= \left(\frac{1}{\alpha} - \left(\frac{\alpha + \beta}{\alpha \beta}ight)^{1/2} \right) \left(\frac{1}{\alpha} \ln \left(\frac{t}{\alpha \beta}\right) - \left(\frac{\alpha + \beta}{\alpha \beta}ight) \right)
\]

(28)
Finally the total area of the polygon described in the $X-Y$ plane by this distribution function is

$$\text{Total Area} = 4(Area_{R1} + Area_{R2}) \quad (25)$$

2.3. Weibull distribution

The use of the Weibull distribution offers more flexibility in terms of the shape of the high probability region, since the distribution is not symmetrical in the sense described before. However, its application is limited to the identification of a natural zero in the $X-Y$ plane, so that all of the coordinates $X$, $Y$ of the hourly load centers are positive. Also, the perimeter of the high-probability region can only be determined numerically and not algebraically, as in cases $A$ and $B$.

In this case, if $X$, $Y$ are modelled as independent Weibull variables, their joint density is given by

$$f_{X,Y}(x,y) = \alpha \delta \exp(-\alpha x^\delta) \exp(-\beta y^\delta); \quad X > 0, Y > 0 \quad (30)$$

and the parameter $\eta = (a, b, c, d)$ for positive $a, b, c, d$.

If both $c, d$ are greater than zero, the density will have a unique mode with both coordinates greater than zero.

By independence, we have

$$f_{X,Y}(x,y) = f_{X}(x)f_{Y}(y) \quad (31)$$

where

$$f_{X}(x) = \alpha \delta x^{-\alpha \delta - 1} \exp(-\alpha x^\delta); \quad X > 0 \quad (32)$$

$$f_{Y}(y) = b \delta y^{-\beta \delta - 1} \exp(-\beta y^\delta); \quad Y > 0 \quad (33)$$

Moment estimation equations for the estimation of the four parameters can be numerically solved, two parameters at a time, solving for $a$ and $c$ using $X_1, \ldots, X_{nh}$ and for $b$ and $d$ using $Y_1, \ldots, Y_{nh}$. In order to calculate the parameters, a transformation is performed:

$$X_i = \exp(-\alpha x_i); \quad i = 1, \ldots, nh \Rightarrow x_i = -\ln(X_i); \quad i = 1, \ldots, nh \quad (34)$$

$$Y_i = \exp(-\beta y_i); \quad i = 1, \ldots, nh \Rightarrow y_i = -\ln(Y_i); \quad i = 1, \ldots, nh \quad (35)$$

The probability densities for $\alpha X$ and $\omega Y$ are

$$f_{\alpha X}(\alpha x) = a \cdot c \exp(-c \cdot \alpha x) \exp(-c \exp(-c \cdot \alpha x)) \quad (36)$$

$$f_{\omega Y}(\omega y) = b \cdot d \exp(-d \cdot \omega y) \exp(-b \exp(-d \cdot \omega y)) \quad (37)$$

Introducing a new set of parameters by

$$a = \exp\left(\frac{mx}{\lambda_0}\right); \quad c = \frac{1}{\lambda_0} \quad (38)$$

$$b = \exp\left(\frac{my}{\lambda_0}\right); \quad d = \frac{1}{\lambda_0} \quad (39)$$

we have that the vector $(mx, my)$ is the center or location of the probability distribution of $(\alpha x, \omega y)$, while $\alpha x$ and $\omega y$ are scale parameters.

The expectation or mean of $\alpha x$ (or $\omega y$) is given by

$$\mu = Ex = \int_{-\infty}^{\infty} f_{\alpha X}(\alpha x) \alpha x \, d\alpha x \quad (40)$$

and the variance or squared deviation is

$$\sigma^2 = Var \omega_i = \int_{-\infty}^{\infty} (\omega - \mu)^2 f_{\omega Y}(\omega y) \omega y \, d\omega y \quad (41)$$

The estimates for $(\gamma \mu \sigma^2)$ are

$$\beta = \gamma \left(1 + \frac{1}{n\sum_{i=1}^{n} \omega_i^2} \right) \quad (40)$$

for $\mu$ if the total apparent power is not considered for the hour $i$ or

$$\tilde{\beta} = \gamma \left(1 + \frac{1}{n\sum_{i=1}^{n} \omega_i^2} \right) \quad (40)$$

for $\mu$ if the total apparent power is considered for the hour $i$.

$$\alpha^2 = \frac{1}{\beta^2 \beta^2} \quad (44)$$

from where we get the following estimate for $\gamma$:

$$\gamma = \frac{\beta^2}{\beta^2} \quad (45)$$

while $m$ depends indirectly through

$$m = \mu - \gamma \beta \quad (46)$$

where $\gamma$ is Euler’s constant: 0.57721566. This gives the following estimate for $m$:

$$\hat{m} = \frac{\gamma \beta}{\pi} \quad (47)$$

The parameters of the Weibull distribution are evaluated using (39) and (40), using the $X$ coordinates for $mx$ and $\gamma x$ and the $Y$ coordinates for $my$ and $\gamma y$.

The high-probability regions can be found numerically from the inequality:

$$\alpha x^{-\alpha \delta - 1} \exp(-\alpha x^\delta) \exp(-\beta y^\delta) \geq \rho \quad (48)$$

3. Results

The optimal location and sizing of DG and their distribution networks is a complex mathematical combinatorial optimization problem. This optimization problem is a non-linear one, it contains binary variables (0, 1) that are the decision to install lines and generators and continuous positive variables that represents the power circulating on the lines. This problem can be solved by deterministic or meta-heuristic mathematical optimization technique. Moreover, if the number of decision binary variables is high, then the execution time is an exponential function during computer calculation process.

The meta-heuristic technique can solve this problem with a rational execution time, but its difficulties consist in the tuning of the parameters of the algorithm, and each case is different from the other one and therefore, the treatment and adjustment of the parameters is also different. For this reason, the authors have thought in developing a new methodology that can solve this problem taking into account the hourly load changes or the daily load cycle. In this methodology the hourly load centers, for each of the different hourly load scenarios, are calculated deterministically. These location points, properly weighted according to their load magnitude, are used to calculate the best fit probability distribution. This distribution is used to determine the maximum likelihood
The concentrated charges placement on the X-Y plane of the area and their values has been provided by the company.

The geographical locations on the X-Y plane as well as the hourly load curves of each of the 20 loads and their coordinates are presented in Figs. 1 and 3, Table 1 and Table 2, respectively.

The service area of each DG source point could be any geometrical form (see Fig. 2); in this work, each service area has been represented by different geometrical form, but the ideal geometrical form is the circle because all the load points are equidistant from the DG source.

The criterion used for load grouping is by similitude of their load curve and by distance (see Fig. 2). The size of DG generators to be used for feeding the isolated electrical service area is normally conditioned by the load of the area, the power losses and the reserve that have to be to take into account. Then, if the choice of load group

<table>
<thead>
<tr>
<th>Hour</th>
<th>Load Curve</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Load 1</td>
<td>Load 2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2364</td>
</tr>
<tr>
<td>2</td>
<td>3040</td>
<td>1884</td>
</tr>
<tr>
<td>3</td>
<td>3040</td>
<td>1884</td>
</tr>
<tr>
<td>4</td>
<td>3040</td>
<td>1884</td>
</tr>
<tr>
<td>5</td>
<td>3040</td>
<td>1884</td>
</tr>
<tr>
<td>6</td>
<td>3279</td>
<td>2031</td>
</tr>
<tr>
<td>7</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>8</td>
<td>3815</td>
<td>2364</td>
</tr>
<tr>
<td>9</td>
<td>3815</td>
<td>2364</td>
</tr>
<tr>
<td>10</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>11</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>12</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>13</td>
<td>4232</td>
<td>2622</td>
</tr>
<tr>
<td>14</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>15</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>16</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>17</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>18</td>
<td>4054</td>
<td>2511</td>
</tr>
<tr>
<td>19</td>
<td>3987</td>
<td>2807</td>
</tr>
<tr>
<td>20</td>
<td>4100</td>
<td>3804</td>
</tr>
<tr>
<td>21</td>
<td>4100</td>
<td>3804</td>
</tr>
<tr>
<td>22</td>
<td>4125</td>
<td>3509</td>
</tr>
<tr>
<td>23</td>
<td>4125</td>
<td>3509</td>
</tr>
<tr>
<td>24</td>
<td>417</td>
<td>259</td>
</tr>
</tbody>
</table>

Table 1
Load curve of each load point in kVA/hour.
is different, the size of the generator that should feed these nodes could be different.

In general terms, the generators capacity choice might be greater or smaller depending on its service area, but the sum of the capacity should not exceed the sum of load nodes taking into account the power losses and a determined reserve.

The main core of the proposed methodology is the fact of the source points’ determination. These points are the candidates where the DG will be installed. Once these points are determined, we can decide each corresponding circuits resulting by the application of the minimal function (kVA \times \text{distance}) taking into account the DG capacities and their reserve.

The determination of the source candidates points by the application of the methodology are presented for the three different probability distributions that were selected.

Fig. 6 depicts the results when the Gaussian bivariate distribution was assumed. The rotated ellipses indicate the perimeter of the 90% and 95% probability areas for the load groups 1, 2, 3 and 4, respectively.

Fig. 7 presents the resultant perimeter for the 90% and 95% probability areas, assuming the generalization of Freund’s exponential distribution for the load groups 1, 2, 3 and 4, respectively. In this case, the particular characteristics of the problem due to the absence of \((X,Y)\) pairs in the \(R_t\) region in the four quadrants of the \(X-Y\) plane, lead to mathematical inconsistencies in the calculation of the parameters of the estimated distribution.

The capacity of Freund’s distribution to adapt the probability region to the pairs \((X,Y)\) of hourly load centers may be observed in the shape of the resultant polygon.

Finally, Fig. 8 presents the results for the Weibull distribution when the probability was fixed in 90% and 95%. The asymmetry of the resultant perimeters of the high-probability areas may be observed.

This particular distribution requires the definition by the planning engineers of a natural zero in the \(X-Y\) plane. The selected position for the natural zero modifies the final shape of the probability distribution, especially if the zero is located in the vicinity of the hourly load centers.

This characteristic of the Weibull distribution may be applied to handle natural constraints, such as a sea shoreline, amongst others.

### Table 2
Coordinates \(X\) and \(Y\) of each load point.

<table>
<thead>
<tr>
<th>Group</th>
<th>Load number</th>
<th>Coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(X) (m) (Y) (m)</td>
</tr>
<tr>
<td>1</td>
<td>Load 1</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>Load 2</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Load 3</td>
<td>1000</td>
</tr>
<tr>
<td></td>
<td>Load 12</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>Load 13</td>
<td>1500</td>
</tr>
<tr>
<td></td>
<td>Load 14</td>
<td>2500</td>
</tr>
<tr>
<td></td>
<td>Load 15</td>
<td>2500</td>
</tr>
<tr>
<td></td>
<td>Load 16</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Load 17</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Load 20</td>
<td>3000</td>
</tr>
<tr>
<td>2</td>
<td>Load 9</td>
<td>5000</td>
</tr>
<tr>
<td></td>
<td>Load 10</td>
<td>4500</td>
</tr>
<tr>
<td></td>
<td>Load 11</td>
<td>2500</td>
</tr>
<tr>
<td></td>
<td>Load 18</td>
<td>4000</td>
</tr>
<tr>
<td></td>
<td>Load 19</td>
<td>4000</td>
</tr>
<tr>
<td>3</td>
<td>Load 4</td>
<td>3500</td>
</tr>
<tr>
<td></td>
<td>Load 5</td>
<td>4000</td>
</tr>
<tr>
<td></td>
<td>Load 6</td>
<td>4500</td>
</tr>
<tr>
<td></td>
<td>Load 7</td>
<td>5500</td>
</tr>
<tr>
<td>4</td>
<td>Load 8</td>
<td>5500</td>
</tr>
</tbody>
</table>
In order to determine the recommended perimeter for selection of the best location of the DG associated to the high-probability area for a 90% and 95% probability level, three different probability distribution types were successfully tested on a realistic case. The results are presented in Fig. 9, and the exact best point’s coordinates LC1, LC2, LC3 and LC4 are presented in Table 3. These points represent valuable information for supporting decision making.

**Table 3**

<table>
<thead>
<tr>
<th>Candidate point</th>
<th>Coordinate X (m)</th>
<th>Coordinate Y (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC1</td>
<td>1193</td>
<td>1694</td>
</tr>
<tr>
<td>LC2</td>
<td>2732</td>
<td>1995</td>
</tr>
<tr>
<td>LC3</td>
<td>3531</td>
<td>1385</td>
</tr>
<tr>
<td>LC4</td>
<td>5177</td>
<td>2912</td>
</tr>
</tbody>
</table>

**Fig. 7.** Resultant perimeters for the 90% and 95% probability areas assuming the generalization of Freund’s exponential distribution for the load groups 1, 2, 3 and 4, respectively.

**Fig. 8.** Resultant perimeters for the 90% and 95% probability areas assuming the Weibull distribution for the load groups 1, 2, 3 and 4, respectively.
concerning the possible location of DG points, allowing the choice of the capacity and the design of distribution networks that feed all the consumers with high power quality and minimal cost.

The representation of the raised problem is realized on the base of an initial network that must be introduced by the planning engineer. This initial network is presented in Fig. 10.

The distribution network is composed by a set of lines and another set of DG, whose function is to supply energy to a given load zone. These points have a geographical location and their magnitude demands are known. The number of connection lines between the loads and the DG sources can be high. Theoretically, there can be a line between two nodes and in every node a DG source; nevertheless, in the practice, there exist technical norms, obstacles of the area and other factors that limit the quantity of lines connection, the points of DG source and the capacities that have to be evaluated. Fig. 10 shows the network connection scheme that contains 20 load nodes, four DG sources nodes and 52 lines that represent the initial network. To build it, it is necessary to take into account the following:

- The DGs are located on the source nodes that could have demand. The connection lines are represented with only one direction (for obvious reason) from the DG source up to the load nodes that must be supplied.
- There are several defined DG capacities that correspond to norms of the local Electric Company or equivalent entity. In all the points, the proposed capacities are evaluated. The DG can be one-phase, two-phases or three-phases in accordance with the load requirements.
- The feasibility connection lines of the load nodes are studied. These connection lines must be logical trajectories from technical–economical point of view. The power flow is represented in a single direction only if this circulates exclusively from the source towards the load nodes. If there is a doubt about feeding the load nodes from any existing DG source, a line with two-way direction is used to represent the power flow, so that each node can be supplied from any DG source.

To obtain the distribution network, the minimal function (kVA * distance) has been applied taking into account the best location of the DG source; we can assure that the resulting distribution network is a low cost one because the cost is proportional to the length of the network. Consequently, the active power losses are lower, and therefore, the power quality is good due to the same fact.

Fig. 11 shows the distribution networks resulting from the application of the proposed methodology.

Note that the resultants distribution networks are radial due to its economical operation costs. The methodology also allows to obtain a meshed distribution networks under the discretion of planning engineers.

The authors are presently working in the formulation of the optimization problem to determine the optimal capacity of the DG that can be installed in these location points and their corresponding distribution networks. The mathematical model will allow to obtain a solution for the optimal capacity of the DG, where these can be installed (in this realistic case study, these points are LC1, LC2, LC3 and LC4), and the distribution networks topology. It is important to note that the mathematical model can eliminate some points that do not result in the minimization of the total cost subject to all the technical constraints. The results will be reported for publication in the near future.

4. Conclusions

This paper proposes a probabilistic methodology to assist planning engineers in the selection of the best location of the candidate points of distributed generation. The methodology considers the hourly load changes and calculates an estimate probability distribution. This allows to determine a recommended perimeter for the selection of the distributed generation location, associated to the high-probability area for a given probability level.
Three different probability distribution types were successfully tested on a realistic case, and results are presented showing the potential of the proposed approach. The resultant perimeter represents valuable information for the location of the distributed generation points, where the availability and the cost of the land lots as well as other relevant constraints that may be present in the selection of the distributed generation site must be considered, especially in urban areas. The application of the methodology to a real case demonstrates the effectiveness of the method to solve a combinatorial complex problem of the location and sizing of DG and their corresponding distribution networks in an isolated electrical service area.
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